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Abstract. 

IoT plays a vital role and will change our living styles, standards, as well as business models. The IoT 

permits billions of gadgets, people groups, and administrations to associate with others.There is a 

drastic increase in the past decade in the use of these Iot devices. Due to lack of resource constraints 

like low computational power, less storage capacity, limited battery power, and dispersed network 

architecture these devices are highly vulnerable to different types of cyber attack.There is very limited 

possibility to implement any kind of IDPS or Firewalls in these networks.Distributed Denail of Service 

attack aims to attack a node in a IoT network ,so that the entire network is collapsed. This paper like to 

focus on the challenges that are faced by an IoT network in terms of DDoS attack This paper gives a 

detailed description of the types of DDoS attacks in IoT Network. 
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Literature Survey 

Wanderson L Costa [1] carried out experiments based on two datasets BoT-IoT2 and UNSW-IoT which 

are formatted in real world monitoring data. The fog computer was executed in local machine and cloud 

computer using Azure virtual machine. The results of the experiments highlight the importance of the 

features selection for the accuracy, execution time and volume of data. For example, using the most 

appropriate selection technique, the performance of the KNN and SVM classifiers increases by 8% and 

7%, respectively. Additionally, the LR technique using the 80 extracted features (no selection) has an 

unacceptable accuracy, while using the Extra-Tree technique, it achieves more than 93% of accuracy. 

Regarding the training time, its importance increases in contexts that a recurrent training is necessary to 

update the ML model to the high dynamics of the SE, such as smart campi and smart cities. Thus, the ML 

model will be trained in a very short time period to keep the detection of DDoS attacks effectively. The 

same reasoning can be applied to the detection time. 

 

The performance of the proposed intelligent system (including the combination of selection and ML 

techniques), considering the cases of True Positive (TP), False Positive (FP), True Negative (TN) and 

False Negative (FN) for a DDoS detection, was based on the following evaluation metrics: -Accuracy 

(in percentage): Rate of correct classification, regardless the class, according to the Equation 1. It 

isimportant to note that the Accuracy was measured for the Traffic Segmentation and the DDoS 

detection.Recall (in percentage): Efficiency of the classifier to detect the correct class, i.e., the rate of TP 

in relation to total positive cases (TP+FN).Training Time (in seconds): time required to train the DDoS 

detector (ML model) with the selected input features.Detection Time (in seconds): time spent by the 

DDoS detector to define whether a case is a DDoS attack or not.Volume of Data (in Megabits): the size 

of the data generated (processed data) to be exchanged between Fog and Cloud. The results of the 

experiments highlight the importance of the features selection for the accuracy, execution time and 

volume of data. For example, using the most appropriate selection technique, the performance of the 

KNN and SVM classifiers increases by 8% and 7%, respectively. Additionally, the LR technique using 

the 80 extracted features (no selection) has an unacceptable accuracy, while using the Extra-Tree 

technique, it achieves more than 93% of accuracy. Regarding the training time, its importance increases 

in contexts that a recurrent training is necessary to update the ML model to the high dynamics of the SE, 

such as smart campi and smart cities. Thus, the ML model will be trained in a very short time period to 

keep the detection of DDoSattacks effectively. The same reasoning can be applied to the detection time. 
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Inference 

Nowadays, new paradigms have emerged, such as Smart Environments (heterogeneous IoT and Personal 

devices). A critical challenge in smart environments lies in the detection of network DDoS attacks, 

resulting from security vulnerabilities. Their early detection helps to avoid the QoS degradation and 

possible financial losses. 

This article described an Intelligent System for detecting DDoS in ESs. The proposed system is based 

on ML techniques to perform the traffic segmentation and DDoS detection, while a features selection 

approach is applied to reduce the amount of data exchanged between Fog and Cloud and to improve the 

accuracy of the detection. Results from performance evaluation based on real traffic as workload 

indicate a 99% of accuracy (in average) to detect DDoS attacks, while the training time was 10 seconds 

(in average). As future work, authors intend to investigate new security solutions for other threats to 

SEs, such as SideChannel, OS Service Scan, Keylogging and Data Exfiltration. 

 

Sehrish Batool[2] Multimodular Statistical Approach towards DDoS Detection (MMSA) consists of 

multiple phases that work together to detect and mitigate specifically TCP SYN flood attacks. Weighted 

moving average and standard deviation have been used for detection along with entropy. Standard 

deviation and moving average have been used to determine the level one threshold. If the packet_ count 

is greater than zn , an alarm will be triggered, and the algorithm will move towards the second phase of 

detection. For entropy calculation, we have used the destination IP of the sending device, and it will be 

calculated in a fixed window size of 50. ,e threshold value for entropy is 1. ,e algorithm for the 

proposed method is given in Algorithm 1. Basic TCP parameters like packet counter per second, 

source, and destination IP to measure the entropy and threshold values have been used to ensure speed 

and minimum computation time. 

 

MMSA has been implemented on a VMware with 8 GB RAM, Ubuntu 16.04 LTS OS. Mininet [48] 

emulator has been used for SDN simulation, and POX controller has coupled to a network containing 

two switches. Forty-three hosts are connected to the switches. Netdata is a real-time traffic monitoring 

tool that is installedon a computer with 4 GB RAM and core i3. 

 

MMSA method was tested and analyzed several times. Results illustrate that the algorithm can 

accomplish efficiently in different attack scenarios against TCP SYN flood attacks. ,e suggested method 

provides lightweight code for DDoS attack detection and mitigation scheme in SDN architecture. ,Three 

phases ensure theminimal false positive rate and high accuracy, and it does not block the whole network 

traffic. It is aimed to tryto extend our method to other attacks for future work, for example, ICMP and 

spoofing attack 

Inference 

This paper has proposed a lightweight statistical approach towards TCP SYN flood DDoS attack detection 

andmitigation in the SDN environment. The objective of this technique was to design and propose a 

lightweight and practical method for the diagnosis and diminution of TCP SYN flood attacks in the 

SDN. ,is technique hasthree modular approaches to notice and mitigate DDoS attacks. ,e method used 

multiple phases to accurately detect the attack. ,e limitation of the statistical approach is its dependency 

on selected parameters. 

 

MA Lawal[3] In this paper In order to evaluate the k-NN classifier of our proposed framework. A 

total of 241173 instances wereextracted randomly from the CICDDoS 2019 dataset. Authors selected 

23 features using the feature selection by employing the ranker search method and information gain, 

which removes redundant and irrelevant features. These features selected represent the best features that 

will give good performance in terms of classification. The k-NN classifier is evaluated against Decision 



Juni Khyat                                                                                                                 ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                  Vol-12 Issue-12 No.02, December 2022 

Page | 121                                                                                                    Copyright @ 2022 Author 

Tree (DT) and Naïve Bayes (NB) classifiers using the 10-fold cross- validation. The evaluations are in 

terms of accuracy, false-positive rate, precision, recall and F1 Score of binary classification (normal and 

attack). In addition, the effect of distance measurement techniques namely Euclidean, Manhattan, and 

Chebychev distance measurement techniques are investigated on the CICDDoS 2019 dataset in terms of 

accuracy. 

The k-NN achieved the best results in terms of accuracy with 99.99% while DT and NB recorded 

99.88% and 95.55 %, respectively. The k-NN recorded 100% in terms of precision, recall and F1 score. 

The DT recorded 99% in terms of precision, recall and F1 score. While the NB recorded 96.10%, 

95.60% and 95.70% in terms of precision, recall and F1 score, respectively. In addition, figure 5 shows 

the false positives rate of the classifiers with k-NN recording zero. The results show that the k-NN 

classifier has achieved superior results than DT and NB classifiers, which will translate to good 

performance in detecting DDoS attacks. 

The Euclidean and Manhattan distance measurement techniques recorded similar accuracy results with 

99.99% while the Chebychev distance measurement techniques obtained a lower accuracy with 79.75%. 

Although, these distance measurement techniques belong to the same family, which is the power 

distance [28]. The Euclidean and Manhattan distance measurement techniques are suitable for distance 

calculation between two distances in any vector dimension provided the data is numerical. While the 

Chebychev distance measurement technique is suitable for the distance between two points if they are 

different in one dimension. 

 

Inference 
The combination of 5G and fog computing facilitates the efficient deployment of security solutions for 

IoT networks. The 5G enables connecting many devices and provides communication with high speed 

and low latencies while the fog provides the resources (storage and computation) essential for security 

solutions suchas anomaly mitigation. In this paper, a DDoS attack mitigation framework using fog 

computing is proposed to ensure fast and accurate detection. The framework employs an anomaly-based 

mitigation method that utilizesa k-NN classification algorithm alongside a database. The database stores 

signatures of previously detected attacks, which will offer a faster detection when the attack is executed 

again. Authors evaluated the proposed k-NN classifier for the framework using the CICDDoS 2019 

dataset. The results demonstrate that the k-NN classifier will be able to detect DDoS attacks with high 

accuracy. In the future, authors intend to implement the framework on available fog computing 

platforms to further evaluate our approach. 

 

In this paper[4] The heterogeneous nature of an IoT network makes parametric anomaly detection 

approaches for DDoS detection less effective since they assume probabilistic models for nominal and 

anomalous conditions. In practice, it is difficult to know/estimate the anomalous and even the nominal 

probability distributions. Hence, parametric anomaly-based IDSs, as well as many conventional 

signature-based IDSs are not feasible in addressing stealthy DDoS attacks through IoT. Recently, an 

online and non-parametric detector called the Online Discrepancy Test (ODIT) was proposed for 

detecting persistent and abrupt anomalies [32]. Thanks to its nonparametric operation, ODIT does not 

need to know baseline or anomalous distributions beforehand, hence can address the challenge (C3) 

stated in Section I-A. ODIT is a sequential method which accumulates evidence in time, and makes a 

decision at each time based on the accumulated evidence so far, instead of making a hard decision 

based on a single data point. This sequential nature of ODIT is tailored for timely detection, thus it is 

able to address the challenge (C4). Moreover, ODIT can handle monitoring large numberof devices 

together, which addresses the challenge (C2). 

 

Results show that the proposed ODIT-based IDS significantly outperforms the deep autoencoder-based 
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IDS proposed in the N-BaIoT paper ,and by extension Isolation Forest ,SVM and LOF , which are 

shown to be outperformed by the autoencoder method.proposed model with an IDS based on 

cooperative CUSUM [35], which knows the exact parameters of the nominal model and the anomalous 

model. CUSUM knows exactly the mean and standard deviation of the Gaussian distribution, as well as 

the probability of being active for each device. Note that due to rounding to the nearest nonnegative 

integer value, the real probability distribution of number of packets deviates from the generative bimodal 

Gaussian. Hence, the proposed ODIT detector even sometimes outperforms CUSUM, which exactly 

knows the generative Gaussian model. The results for Average Detection Delay vs False Positive Rate 

are shown in Fig. 14. Authors see that the cooperative ODIT-based IDS, proposed in Section IV-B, 

performs better than the clairvoyant CUSUM detector, which exactly knows the generative probabilistic 

model, for false alarm rates less than 0.1. It significantly outperforms the information metric method 

proposed in [20], which monitors the aggregate traffic at each node. In Fig. 14, it is seen that the 

cooperation among nodes facilitates earlier detection by our algorithm (ODIT vs. Cooperative 

ODIT). 

[5] In this paper the authors performed experiments in a controlled laboratory environment using recent 

literature datasets. The proposed system was executed in a Raspberry PI 3 model B environment using 

the QEMU [18] platform, an emulator that simulates various types of CPUs such as x86, PowerPC, 

ARM, and Sparc. In this work, the datasets CIC-DoS [19], CICIDS2017 [20] and customized [16] were 

used since they include modern threats and DoS techniques. System performance was evaluated using 

the Precision (PR), and F-Measure (F1) metrics present in the literature. PR measures the ability to 

avoid false positive. F1 is a harmonic average between PR and Recall (Re), which measures system 

sensitivity. 

The experimental setup consists of a network traffic processor, a virtual switch containing a packet 

sampler, and the Smart Detection-IoT system. TcpReplay [22] software was used to process PCAP files 

whosetraffic was forwarded to the Open vSwitch (OVS) [23], where packets were sampled at a rate of 

20% using a built-in sFlow agent OVS. These samples were received and analyzed by the Smart 

DetectionIoT system, configured with Tmax 

= 50. Several previous tests were performed to choose the most balanced parameters to be used. In 

scenarios where the sample rate is too low, and the Tmax is too large, for example, traffic samples are 

discarded before processing by the classifier. On the other hand, if Tmax is too small, the F AR 

increases because the classifier has little data to analyze. 

 

the Smart Detection-IoT system, a solution that uses machine learning to classify IoT network traffic 

and detect denial of service attacks by only analyzing the IP/TCP header of network traffic samples, 

thus not compromising data privacy. The intention is to detect the attack as close as possible to the 

threat, allowing actions to be taken as quickly as possible to mitigate them. The Smart Detection-IoT 

system performance was assessed under three classification algorithms, and competitive results were 

observed when the proposed system is compared to other approaches from the recent literature. The 

system was tested with three datasets: CIC-DOS, CICIDS2017, and a customized containing several 

DoS/DDoS attacks, such as UDP flood, TCP flood, HTTP flood, and HTTP slow. Based on the 

experimental results, the Smart Detection-IoT approach delivers enhanced P REC, F AR and Dr. For 

instance, in the CIC-DoS and customized datasets, the proposed system acquired DR and PREC higher 

than 96% with F AR less than 6%. 

 

CONCLUSION 

These days, new standards have arisen, like Smart Environment (heterogeneous IoT and personal 

devices). A basic test in shrewd conditions lies in the recognition of organization DDoS attacks, coming 

about because of safety weaknesses. Their initial identification assists with keeping away from the QoS 
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degradation and conceivable monetary misfortunes 
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