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Abstract 
Data clustering is considered as one of the most promising data analysis methods in data mining and on the other side K- Means is the 

well known partitional clustering technique. Nevertheless, K-Means and other partitional clustering techniques struggle with some 

challenges where dimension is the core concern. The different challenges associated with clustering techniques are preknowledge of 

initial centers of clusters, problem of stagnation, multiple cluster membership problem, dead unit problem, and slow or premature 

convergence to local search space. So as to resolve these clustering limitations, an eminent choice is to adapt the Swarm Intelligence 

(SI) inspired optimization algorithms. This paper presents an overview of the research on an applicability of different Particle Swarm 

Optimization (PSO) variants for clustering multidimensional data along with the basic concepts of PSO as well as data clustering. It 

also puts forward an idea of new and advance PSO variant in order to deal with multidimensional dataclustering. 

. 
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I. INTRODUCTION 
Data mining has been proved as one of the favorite areas of researchers with its absolutely outstanding applications in variety of fields, 

exploring new approaches to visualize, examine, and uncover any hidden patterns in data automatically. Data mining system can be 

defined as an integration of techniques from multiple disciplines namely statistics, database & data warehouse, information retrieval, 

machine learning, pattern recognition, neural networks, image & signal processing, and artificial intelligence etc. [24], whereas, 

Artificial intelligence (AI) is a technology and a branch of computer science that studies and develops intelligent machines and 

software. Several research textbooks have defined Artificial Intelligence as the concept of studying and designing the intelligent  agents.  

These  intelligent  agents are nothing but a system that perceives its environment and tries to achieve maximum chances of success. AI 

research involves different technical issues and several approaches are struggling to solve them. Some subfields are aimed to find 

solution of specific problems whereas others focus on one of several possible approaches. By using AI systems, computer can make 

decisions without any human interference. It actually imparts a sixth sense to the different technologies for exploring new data. AI is 

applied to data mining systems so as to find a new way to explore the meaningful information that can be useful for several future 

decisions makingprocesses. 

For this research work, these two renowned domains are chosen in order to utilize the benefits of both fields and apply it to some real 

world applications. The well admired data analysis method in data mining system is nothing but data clustering itself. It finds its 

applications in biological sequences, scheduling, collective behavior, image segmentation, biomedical, graphics etc. It is the method of 

grouping similar data objects with maximum inter-cluster distance and minimum intra-cluster distance. Compact clustering is essential 

for grouping similar items together to provide accurate information so that meaningful information can be retrieved from it and can be 

used for decision making purpose. There is variety of approaches for to derive good results of clustering, even though they suffer from 

several challenging drawbacks. Hence the researchers found data clustering as crucial area of research to enhance the results. 

Applicability of AI to solve these clustering challenges is gaining importance these days. Swarm Intelligence (SI) is derived as a 

relatively new subfield of AI which studies the emergent collective intelligence of groups of simple agents. It adapts the social 

behavior that can be observed in nature elements, such as, ant colonies, birds flock, bee hives, and fish schools etc. In these cases, 

number of individuals with limited capabilities produces an intelligent solution for complex problems. The different swarm 

intelligence inspired optimization algorithms are Ant Colony Optimization (ACO), Bee Colony Optimization (BCO), Fish School 

Optimization (FSO), Particle Swarm Optimization (PSO), etc. Amongst these optimization techniques, PSO and ACO are mostly used 

[21]. 
 

PSO is one of the SI paradigms that have received widespread attention in research these days. It is a novel population based stochastic 

search algorithm that provides a solution to complex non-linear optimization problem. It is an evolutionary computation technique 

which simulates the movement and flocking of birds that performs a global search in the solution space. PSO produces better results in 

complicated and multi-peak problems with few parameters to adjust giving fast as well as accurate computation results which makes it 

as popular optimization technique in swarm intelligence field [26]. Hence, PSO will be a great choice for finding solution to the most 

challenging issues in clustering. For a brief idea about the concerned area of work, see Figure 1. 

The rest of the paper is organized as follows. In Section II, a brief literature survey on PSO and its different variants is described. 

Section III provides an analysis of clustering techniques and related challenges. The basic concept of PSO algorithm, along with the 

scope of research that motivates the future work is described in Section IV. Section V analyses the characteristics of different data sets 

having multiple dimensions and proposal of new variant of PSO for handling issues while clustering multidimensional data, followed 

by Section VI, which concludes this paper providing future direction. 
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Fig 1: Illustration of concerned area of work 

 

II. LITERATURE SURVEY 
S. Rana et al. [1] proposed a new improved algorithm named as Boundary Restricted Adaptive Particle Swam Optimization (BRAPSO) 

algorithm with boundary restriction strategy for particles that travel outside the boundary search space during PSO process. Nine data 

sets were used for the experimental testing of BR-APSO algorithm, and its results were compared with PSO as well as some other PSO 

variants namely, K-PSO, NM-PSO, and K-Means clustering algorithms. It has been found that the proposed algorithm is robust, 

generates more accurate results and its convergence speed is also fast as compared to other algorithms. 
 

Mariam El-Tarabily et al. [2] presented a hybrid Particle Swarm Optimization, i.e. Subtractive + (PSO) clustering algorithm that 

performs fast clustering. They have tested the Subtractive + (PSO) clustering algorithm as well as the Subtractive clustering algorithms 

and PSO on three different data sets for comparison purpose. From the results, it is proved that the proposed clustering algorithm 

provides better clustering results than the otheralgorithms. 
 

Sandeep Rana et al. [3] proposed a new Hybrid Sequential clustering approach. They have used PSO and K-Means algorithm in 

sequence for data clustering. This approach was proposed to overcome the drawbacks of both algorithms as well as improves clustering 

and avoids being stagnated. Four kinds of data sets have been tested in order to obtain comparative results. For comparison purpose, 

different algorithms such as PSO, K-Means, Hybrid  K-Means PSO, and Hybrid K-Means + Genetic Algorithm were considered. The 

proposed algorithm generates more accurate and robust clusteringresults. 

 

Mehdi Neshat et al. [4] developed a cooperative algorithm based on PSO and K-Means algorithm. The proposed algorithm takes 

benefits of both global search ability of PSO as well as local search ability of K-Means. When tested and compared with PSO; K-

Means, KPSO hybrid algorithm, and Contraction Factor PSO (CF-PSO) on six data sets, it has been shown that the proposed algorithm 

has satisfactory efficiency and robustness. 

 

Serkan Kiranyaz et al. [5] invented two novel techniques. The first one is Multi Dimensional-PSO (MD-PSO), which is proposed to 

ignore the mandatory condition of knowing a fixed dimension apriori, which is a common drawback of different swarm optimizers. 

Even so, MD PSO is vulnerable to premature convergences because of lack of divergence. To address this problem, the second 

technique i.e. Fractional Global Best Formation (FGBF) technique is proposed. These two techniques have been tested for nonlinear 

function minimization and data clustering, which are considered applications for experiment. After a large number of testing phases, it 

came to know that in both application domains, MD PSO with FGBF exhibits a remarkable speed gain and converges to the global 

optima at the true dimension regardless of the dimension of the search space, size of swarms, and the problemcomplexity. 
 

Bara’a Ali Attea et al. [6] discovered that performance of clustering algorithms degrades with more and more overlaps among clusters 

in a data set. These facts have motivated to develop a fuzzy multi-objective particle swarm optimization framework (FMOPSO) in an 

innovative fashion for data clustering, which is able to deliver more effective results than state-of-the-art clustering algorithms. To 

ascertain the superiority of the proposed algorithm, number of statistical tests has been carried out on a variety of numerical and 

categorical real life data sets. 
 

Suresh Chandra Satapathy et al. [7] introduced an idea of an algorithm that can combine dimensionality reduction techniques of 

weighted PCs with AUTO-PSO for clustering. The intention behind it was to reduce complexity of data sets and speed up the Auto 

PSO clustering process. A significant improvement in total runtime has been achieved. Moreover, the clustering accuracy of the 

dimensionality reduction technique i.e. AUTO-PSO clustering algorithm is comparable to the one that uses full dimensionspace. 

 

Li-Yeh Chuang et al. [8] invented an improved particle swarm optimization based on Gauss chaotic map for clustering. Gauss chaotic 

map provides the significant chaos distribution to balance the exploration and exploitation capability for search process. This easy and 

fast function generates a  random seed processes, and further improve the performance of PSO due to their unpredictability. In the 

experimental analysis, the eight different clustering algorithms were compared on six test data sets. The results indicated that the 

performance of the proposed one is appreciably better than the performance of other existingalgorithms. 
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Xiaohui Cui et al. [9] presented a Particle Swarm Optimization (PSO) document clustering algorithm. Unlike, localized searching of 

the K-Means algorithm, PSO clustering algorithm used to perform a globalized search in the entire solution space. In the experiments 

conducted, they have applied the K-Means PSO, and hybrid PSO clustering algorithm on four different text document data sets. From 

the comparative results, the hybrid PSO algorithm can generate more compact clustering results than the K-Meansalgorithm. 
 

R.Karthi et al. [10] discovered fascinating features of well known PSO algorithms for solving continuous function optimization 

problems and evaluated by considering real world data clustering problems. To solve different data clustering problems, three 

performance clustering metrics such as TRace Within criteria (TRW), Variance Ratio Criteria (VRC) and Marriott Criteria (MC) are 

considered. Theresults obtained by the PSO variants were compared with the basic Genetic Algorithm, PSO algorithm, and 

Differential Evolution algorithms for comparison purpose. To study the convergence behavior of the PSO algorithms using run length 

distribution, a detailed performance analysis has been carriedout. 

 

Feng Xie et al. [11] worked out an adaptive particle swarm optimization (PSO) on individual level. By analyzing the social model of 

PSO, a replacing criterion based on the diversity of fitness between current particle and the best historical experience is introduced to 

maintain the social attribution of swarm adaptively by removing inactive particles. Three benchmark functions were tested which 

indicates its improvement in the averageperformance. 
 

Jianchao Fan et al. [12] proposed a particle swarm optimization approach with dynamic neighborhood based on kernel fuzzy clustering 

and variable trust region methods (called FT-DNPSO) for large-scale optimization. It adaptively adjusts the initial region and clusters 

different dimension into groups, which expedites convergence and search in the effective range. The adaptive strategy avoids or 

alleviates the prematurity of the PSO algorithm. The simulation results, with eight classical benchmark functions, twenty CEC2010 test 

ones and soft computing special session test; demonstrate that the proposed FT-DNPSO outperformed other PSO algorithms for large-

scale optimization. 

 

K. Premalatha et al. [13] presented the hybrid approach of PSO with Genetic Algorithm (GA). The proposed hybrid PSO systems find a 

better solution without trapping in local maximum, and to achieve faster convergence rate. This is because when the stagnation of PSO 

occurs, GA diversifies the particle position even though the solution is worse. This makes PSO-GA more flexible and robust. Unlike 

standard PSO, PSO-GA is more reliable in giving better quality solutions with reasonable computational time. Experiment results are 

examined with benchmark functions and results show that the proposed hybrid models outperform  the standardPSO. 

 

Chetna Sethi et al. [14] proposed a Linear PCA based hybrid K-Means clustering and PSO algorithm (PCA-K-PSO). In (PCA-K-PSO) 

algorithm the fast convergence of K-Means algorithm and the global searching ability of Particle Swarm Optimization (PSO) are 

combined for clustering large data sets using Linear PCA. Better clustering results can be obtained with PCA-K-PSO as compared to 

ordinary PSO. This was effectively developed in order to make its use for efficient clustering of high- dimensional datasets. 

 

Ahmed A. A. Esmin et al. [15] presented a literature survey on the PSO algorithm and its variants to clustering high dimensional data. 

An attempt is made to provide a guide for the researchers who are working in the area of PSO and high dimensional dataclustering. 

 

The comparative analysis of five best of different studied PSO based clustering techniques are briefly described in Table 1. 

 

III. CLUSTERING 

What is DataClustering? 
Data clustering is one of the most popular data analysis techniques in data mining [22]. It is a process of partitioning an unlabeled data 

set into groups, where each group contains objects which are similar to each other with respect to a certain similarity measure and 

different from those of other groups. The idea of data clustering is, whenever we are given with a large amount of data, a huge number 

of data need to be summarized into a small number of groups or categories in order to further facilitate its analysis [18]. Nevertheless, 

finding these groupings or trying to categorize the data is tough task unless the data is of low dimensionality (two or three dimensions at 

maximum). For this reason,  some methods in soft computing have been proposed to solve such kind of problem whose basic aim is to 

maximize the inter cluster distance & minimize the intra cluster distance as depicted in the Figure 2. These methods are called Data 

Clustering Methods[25]. 
 

 

 

 

 

 

Fig 2: Clustering analysis process [1] 

Clustering methods are majorly classified into two as follows: 

Partitioning Methods: These methods partition the data set of size n into (k ≤ n) groups. They include well known algorithms like 

PAM, K-Meansetc. 
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Hierarchical Methods: These are the methods that provide a tree view of clusters, called dendograms. 

Various clustering techniques are studied [24][28], and analyzed classification of these techniques is shown in Figure 3. 

 

ClusteringChallenges 
Clustering of data implies that the data set to be partitioned has to have an inherent grouping to some extent; otherwise for uniformly 

distributed data, it will fail finding clusters, or will lead to inaccurate partitions. Overlapping of data groups is another problem in 

clustering. Due to overlapping in groupings, sometimes it reduces the efficiency of the clustering method. This reduction is 

proportional to the amount of overlap between groupings. The knowledge of cluster centers apriori is very important for good quality 

clustering results. A cluster center specifies the heart of each cluster, hence with the help of similarity metric between the input vector 

and all the cluster centers, the system can find out the belongingness of given input vector to specific cluster, and determines the 

cluster which is the nearest or most similar one. 

 

Some of the clustering techniques such as, K-Means and Fuzzy C-means clustering rely on knowing the number of clusters apriori. 

These are the algorithm which tries to partition the data into the given number of clusters. In other cases it is not necessary to have the 

number of clusters known from the beginning; instead the algorithm first finds the largest cluster, then second largest cluster, and so 

on. Examples of such type are Mountain and Subtractive clustering. In both cases a problem of known cluster numbers can be applied; 

however when we don’t know the number of clusters in advance, we are not able to use K-Means and Fuzzy C-means clustering 

methods[23]. 

Table 1. Comparative analysis of five different PSO based clustering techniques 

Paper Title/ 

Publication 

Techniques Data Sets/ 

Benchmark 

Functions 

Purpose PROS Limitations Future Work 

A boundary 

restricted 

adaptive particle 

swarm 

optimization for 

data clustering. 

BRAPSO Art1, Art2, 

Vowel, Iris, 

Crude oil, 

CMC, Glass 

and Wine. 

To use 

Boundary 

restriction 

strategy for 

compact 

clustering. 

1. Handles 

particles that 

travel outside the 

boundary search 

space. 

2. Fast 

convergence. 

- - 

Springer 2012 
S. Rana et al.[1] 

A PSO-Based 

Subtractive Data 

Clustering 

Algorithm. 

Hybrid 

Subtractive 

clustering 

PSO 

Iris, Wine, 

Yeast 

To Estimate 

number of 

clusters and 

cluster center 

location. 

1. Fast 

convergence and 

least fitness 

function. 

2. Works well 

with 

multidimensional 

data without 

dimension 

reduction 

approach. 

1. Multi- 

cluster 

membership 

problem. 

1. Hybrid of 

subtractive 

clustering 

with any 

improved 

version of 

PSO. 
IJORCS 2013 
Mariam El- 

Tarabily et al.[2] 

A hybrid 

sequential 

approach for data 

clustering using 

K-Means and 
PSO algorithm. 

Hybrid 

Sequential 

Clustering 

Algorithm 

(K-Means + 

PSO) 

Iris , Wine, 

Art1, Art2 

To improve 

performance of 

hybrid PSO. 

1. Overcomes the 

drawback of K- 

Means with 

improved error 

rate and good 

convergence 

speed. 

2. Requires less 

iteration. 

1. Based on 

random 

selection of 

initial cluster 

centers. 

1. Variations 

in PSO 

algorithm and 

its 

hybridization 

with K-Means 

algorithm. IJEST 2010 

Sandeep Rana 

et.al.[3] 

A New 

Cooperative 

Algorithm Based 

on PSO and K- 

Means for Data 

Clustering. 

Coop- 

KPSO 

K-Means, 

PSO 

Iris, Pima, 

Wine, 

Glass, Sonar, 

WDBC 

To utilize the 

advantages of 

K-Means & 

PSO and 

remove their 

weaknesses. 

1. Efficient and 

robust clustering 

algorithm. 

1. Don’t work 

well with high 

dimensional 

data sets. 

1. Increase 

local search 

ability around 

the best found 

position to 

improve 

result. 

9
9 
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JCS 2012 
Mehdi Neshat et 

al.[4] 

Fractional 

Particle Swarm 

Optimization in 

Multidimensional 

Search Space. 

MD-PSO 

with FGBF 

MD-PSO, 

Fuzzy 

clustering, 

FGBF 

Sphere,DeJong, 

Rosenbrock, 

Rastrigin, 

Griewank, 

Schwefel, 

Giunta & 

synthetic data 

spaces 

To address 

major problems 

with PSO with 

high dimension 

data. 

1. Work well with 

multi dimensional 

datasets. 

2. Able to have 

prior knowledge 

of the search space 

dimension and 

avoids premature 

convergence to 

localoptima. 

1. Occasional 

over- 

clustering can 

be 

encountered. 

2. 

Computational 

cost increases 

with 

dimensions. 

1. Other PSO 

variants can 

be used with 

MD-PSO or 

FGBF 

IEEE 
Transaction 

April 2010 

Serkan Kiranyaz 

et al.[5] 
 

 
 

 

 

Fig 3: Analyzed classification of clustering techniques 

After studying different clustering techniques we found four of them to be most promising but, these suffer with the limitations cum 

challenges as listedbelow: 

 K-Means clustering produces higher accuracy and lower Root Mean Square Error (RMSE) than other techniques, and requires 

less computation time but the knowledge of the number of clusters apriori questions about the accuracy ofclustering. 

 Mountain clustering has a very poor performance regarding its requirement for huge number of computation and low 

accuracy. Mountain clustering is suitable only for problems with two or three dimensions. 

 FCM produces similar results as K-Means clustering does, yet it requires more computation time than K-Means because of 

the fuzzy measures calculations involved in thealgorithm. 

 In subtractive clustering, value of the neighborhood radiusramustbechosencarefully,sincetoosmall 

radii  will  result  in  neglecting  the  effect  of neighboring data points, while large radii will result in a neighborhood of all the 

data points thus canceling the effect of the cluster. 

All   of   the   clustering   techniques   achieved   enough high accuracy rates when tested on data sets. Although subtractive 

clusteringpresentsgreaterimpactbecauseofhighlycompact clustering result with minimum RMSE and even works well with high 

dimensional data sets, but it is assumed that the problem data itself contains some overlapping in some of the dimensions; because of 

the high number of dimensions tend to disrupt the coupling of data and reduce the accuracy of clustering [2][23]. Hence, if subtractive 

clustering can be 

improved  in  order  to  deal  with  overlapping  problem,even better results can be obtained. Thus, the above mentioned challenges open 

a new scope of research. 

IV. PARTICLE SWARM OPTIMIZATION 

Basic Model of PSO 
Particle swarm optimization is a novel population-based stochastic search algorithm put forward originally by Dr. Russell C. Eberhart 

and Dr. James Kennedy 2 in 1995. It is developed from swarm intelligence and is based on the 

research on bird and fish flock movement behavior. It provides a solution to complex non-linear optimization problem. In the basic 

particle swarm optimization algorithm, swarm of particle includes ‘n’ number of particles, where position of each particle is 

responsible to indicate an individual solution in D-dimensional space [20]. Each & every particle in PSO is also associated with a 

velocity. All particles fly through a multidimensional search space where each particle is adjusting its position according to its own 

experience and that of neighbors. The particles change its conditionaccordingtothethreeprinciples:(a)inertiai.e.ω 

(b) it’s most optimist position i.e. Pbest (c) swarm’s most optimist position i.e. Gbest; and converges to the most optimal position in the 

entire solution space by continuous change in the personal best and global best position [21]. 
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An individual particle is treated as a volume-less particle in D-dimensional search space. The ithparticle is represented as Xi= (xi
1, xi

2,. . 

. , xi
D). Positions and velocities of the initial swarm of particles are randomly generated using upper and 

lowerboundsonthesearchvariablesvalues,LBandUB[3]. 
X i&V iare calculated using the following formulae’s, where 
Δt is the time step required. At each generation, each particle is updated by Pbestand Gbest. 
The Pbestfor ithparticle is represented as Pi= (pi

1, pi
2,. . . , pi

D) and is calculated as, 

And Gbestat time step t is calculated by, 

 

During iterations, movement of the particles is influenced either by its local neighborhood or the global 

neighborhood. That is, the portion of the adjustment to the velocity is influenced by the individual’s previous best position is 

considered as the cognition component, whereas the portion influenced by the best in the neighborhood is termed as the social 

component [3][16][17]. With the addition of the inertia factor ω, brought in for balancing the global and the local search ability of the 

particles in PSO, these equations are: 

Velocity Update Equation: 

  

Position Update Equation:  

Schematic representation of updating the velocity and position of a particle for optimal solution is shown in the Figure4: 
 

Fig 4: Schematic representation of updating thevelocity and position of a particle for optimal solution[17] 

Where rand1() and rand2() are two random numbers independently generated within the range [0, 1] and c1and c2are two learning 

factors which control the influence of the social and cognitive components [3]. The basic steps of PSO algorithm are analyzed and 

given as below in Figure 5: 
 

Fig 5: Analyzed basic PSO algorithm [15][19] 
 

V. EXPERIMENTAL ANALYSIS 

DatasetCharacteristics 
In our literature survey, we came across Seven Data sets; those are namely, Vowel, Iris, Crude Oil, Contraceptive Method Choice 

(CMC), Glass, and Wine. Some authors have consideredfeworalloftheminordertovalidatetheir proposed algorithms. These data sets are 
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of different dimensions such as high, low, and medium, which proved its importance whenever multidimensionality concept comes 

into consideration. The characteristics of these seven data sets can be well described in Table 2 and are easily available at link 

http://archive.ics.uci.edu/ml/datasets.html 

Table 2. Data Sets Characteristics 
 

Dataset Total no. 

of    

instances 

No. of 

Classes 

No. of 

instances 

in each 

class 

No. of 

Dimen 

sions 

Vowel 871 6 72,89,172, 
151,207, 

180 

3 

Iris 150 3 50,50,50 4 

Crude 

oil 

56 3 7,11,38 5 

CMC 1473 3 629,334, 

510 

9 

Cancer 683 2 444,239 9 

Glass 214 6 70,17,76, 
13,9,29 

9 

Wine 178 3 59, 71, 48 13 

 

(i) Vowel: This data set is a three dimensional data and is a collection of 871 Indian Telugu vowels sounds [1][7,8][10]. 

(ii) Iris: Fisher Iris data set is a four dimensional data set, which is commonly, used in the pattern recognition problems. It has total 150 

instances divided into 3 classes of iris flower of 50 instances each, where each class referring a type of iris plant (Iris setosa, Iris 

virginica and Iris versicolor) [1, 2, 3, 4][6, 7,8][10]. 

(iii) Crude oil: This data set is taken from three zones of sandstone and has 56 instances with five attributes: vanadium, iron, beryllium, 

saturated hydrocarbons and aromatic hydrocarbons representing five dimensions[1][8]. 

(iv) CMC: This data set is a nine dimensional data, a subset of 1987 National Indonesia contraceptive Prevalence survey. This is the 

sample of women who are married and were not pregnant or did not know if they were at the time of interview. The problem is to 

predict the choice of current contraceptive method of women on the basis of their demographic and economic characteristics[1][8]. 

(v) Cancer: It is Wisconsin breast cancer data set that contains 683 objects with two types and nine attributes: clump cell size 

uniformity, thickness, marginal adhesion, cell shape uniformity, bare nuclei, single epithelial cell size, normal nucleoli, bland 

chromatin, and mitoses. The basic two types are malignant and benign [1][6, 7,8][10]. 

(vi) Glass:Theglassdatasetcontainsthedatacollectedfrom 

6 different glasses: building windows float processed (70 objects), vehicle windows float processed (17 objects), building windows non-

float processed (76 objects), containers (13 objects), tableware (9 objects), and headlamps (29 objects). Each data has nine features 

referring nine dimensions: sodium, refractive index, potassium, magnesium, calcium, silicon, aluminum, barium, and iron [1][4][10]. 

(vii) Wine: This is the dataset that is obtained as the results of a chemical analysis of wines grown in the regions of Italy but derived 

from three different regions. The analysis determined the quantities of 13 constituents (inputs) found in each of the three types of 

wines [1, 2, 3,4][7][8]. 

ProposedWork 
Data clustering with PSO algorithms have recently been shown to produce good results in a wide variety of real-world data. The 

variety of variations in PSO based clustering techniques are proposed in the literature achieving better results, although suffers from 

several limitations; more specifically when dealing with multidimensional data. This research propose a novel PSO based technique, 

which is a hybrid approach to the multidimensional data clustering problem by predicting the initial cluster center location and number 

of clusters and optimizing it with one of efficient PSO variant. A hybridized approach involves swarm intelligence inspired algorithm, 

(i.e.) BRAPSO [1] which is a variant of PSO with Subtractive Clustering algorithm [2]. The proposed approach is intended to design a 

system that will  overcome the limitations associated with clustering where multidimensional data is of main concern. Hence, the 

proposed algorithm will resolve dead unit problem, stagnation, multiple cluster membership as well as premature convergence to local 

optima etc. The proposed work will use the data sets described in the previous subsection for experimental setup and will try to 

achieve better performance in terms of fitness value, error rate and convergence rate as compared to the existingsystems. 

102 

VI. CONCLUSION 
The different aspects of Data Clustering, PSO and applicability of several PSO variants to data clustering are studied and analyzed, 

which helped in discovering the scope of research in PSO field when dealing with multidimensional data clustering. This idea 

motivated to propose a new PSO based clustering technique that can be a hybridization of Subtractive Clustering with BRAPSO 

http://archive.ics.uci.edu/ml/datasets.html
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algorithm in order to achieve higher accuracy of clustering multidimensional data. Hence, the proposed technique is believed to defeat 

the key troubles linked with the existing PSO based clustering techniques such as hybrid subtractive + PSO clustering algorithm, 

BRAPSO algorithm, and the algorithms studied in the literature. The proposed algorithm is projected to exercise on seven 

multidimensional data sets to accomplish improved clustering outcome showing astonishing convergence performance by decreasing 

the error rate. Having the curse of dimensionality, the time complexity of the algorithm may increase linearly; therefore, the future 

work is towards handling this issue along with improvement in performance of clustering. 
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