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Abstract - In our banking system, main 

source of income of any banks is on its credit 

line. So they can earn from interest of those loans 

which they provide. A bank’s profit or a loss 

depends to a large extent on loans i.e. whether the 

customers are paying back the loan or defaulting. 

By predicting the loan defaulters, the bank can 

reduce its Non- Performing Assets. This makes 

the study of this phenomenon very important. 

Previous research in this era has shown that there 

are so many methods to study the problem of 

controlling loan default. But as the right 

predictions are very important for the 

maximization of profits, it is essential to study 

the nature of the different methods and their 

comparison. The data is collected from the 

Kaggle for analysis and prediction. Various 

machine learning models have been performed 

and the different measures of performances are 

computed. The models are compared on the basis 

of the performance measures such as sensitivity 

and specificity. The results have shown that the 

different models produce different performance. 

Dataset includes variables (personal attributes of 

customer like age, purpose, credit history, credit 

amount, credit duration, etc.) other than 

checking account information (which shows 

wealth of a customer) that should be taken into 

account to calculate the probability of default on 

loan correctly. Therefore, by using machine 

learning 

models, the right customers to be targeted for 

granting loan can be easily detected by 

evaluating their likelihood of default on loan. 

 
Keywords – Loan, Prediction, Logistic regression, 

Decision tree, Loan defaulters, Random Forest. 

 
I. INTRODUCTION 

The technical world is advancing toward 

complete automation. In order to attain 

automation various concepts are being developed 

and put to use, as can be observed from the 

numerous developments being made and 

symposiums being held. One of the most striking 

features that excites scientists and technologists, 

in regards to the development of automation, is 

Artificial Intelligence. Artificial Intelligence is 

the concept of simulate human like intelligence in 

a computer. To make a machine think exactly like 

a human is intriguing to the scientists and 

developers, and they strive to achieve this goal by 

putting Artificial Intelligence to use. The idea is 

not to overpower the human society but to work 

with the man so that the combined intelligence 

can lead to many more revelations in this 

technological era. Artificial Intelligence dates 

back to the time of advent of computers and since 

then it has diversified into numerous field. Over 

the years, technologists have acquired a great 

understanding in this field which has lead to 
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development of defined models and further 

application of these models to real world 

problems. Various domains in Artificial 

Intelligence domain include machine learning, 

neural networks, fuzzy logic , natural language 

processing , expert systems. These concepts are 

deployed according to the specificity of the 

desired requirements. In regards with this paper , 

one of the concepts in the domain of machine 

learning is exploited and also applied to a real 

world application. Machine Learning is a tool 

which facilitates development of analytical 

models without explicit programming. Various 

machine learning algorithms are developed to 

tailor to the problem requirements. All the leading 

edge industries are now utilizing the capabilities 

of machine learning to gain higher sales growth 

and statistics have shown that they are getting 

positive results. With institutions generating more 

and more data, exploitation of data manually 

becomes difficult, hence machine learning, 

having the capability of analytical modelling is 

sought to, as a solution. 

 
II. PROBLEM STATEMENT 

Banks, Housing Finance Companies and some 

NBFC deal in various types of loans like housing 

loan, personal loan, business loan etc., in all over 

the part of countries. These companies have 

existence in Rural, Semi Urban and Urban areas. 

After applying loan by customer these companies 

validates the eligibility of customers to get the 

loan or not. This paper provides a solution to 

automate this process by employing machine 

learning algorithm. So the customer will fill an 

online loan application form. This form consists 

details like Sex, Marital Status, Qualification, 

Details of Dependents, Annual Income, Amount 

of Loan, Credit History of Applicant and others. 

Algorithm will identify those segments of the 

customers who are eligible to get loan amounts 

so bank can focus on these customers. 

 
III. PROPOSED SYSTEM 

In regards with this paper, one of the concepts in 

the domain of machine learning is exploited and 

also applied to a real world application. Machine 

Learning is a tool which facilitates development 

of analytical models without explicit 

programming. Various machine learning 

algorithms are developed to tailor to the problem 

requirements. All the leading edge industries are 

now utilizing the capabilities of machine learning 

to gain higher sales growth and statistics have 

shown that they are getting positive results. With 

institutions generating more and more data, 

exploitation of data manually becomes difficult, 

hence machine learning, having the capability of 

analytical modelling is sought to, as a solution. 

 
IV. SYSTEM DESIGN: 

 

 

Architecture Diagram of Proposed Framework. 

 

 
DATA FLOW DIAGRAM: 

• The DFD is also called as bubble chart. 

It is a simple graphical formalism that 

can be used to represent a system in 

terms of input data to the system, 

various processing carried out on this 

data, and the output data is generated by 

this system. 
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• The data flow diagram (DFD) is one of 

the most important modeling tools. It is 

used to model the system components. 

These components are the system 

process, the data used by the process, an 

external entity that interacts with the 

system and the information flows in the 

system. 

• DFD shows how the information 

moves through the system and how it is 

modified by a series of transformations. 

It is a graphical technique that depicts 

information flow and the 

transformations that are applied as data 

moves from input to output. 

• DFD is also known as bubble chart. A 

DFD may be used to represent a system 

at any level of abstraction. DFD may be 

partitioned into levels that represent 

increasing information flow and 

functional detail. 

 
V. SYSTEM ANALYSIS 

Requirement Specification 

Requirements analysis, also called requirements 

engineering, is the process of determining user 

expectations for a new or modified product. 

These features, called requirements, must be 

quantifiable, relevant and detailed. 

 
In software engineering, such requirements are 

often called functional specifications. 

Requirements analysis is critical to the success or 

failure of a systems or software project. The 

requirements should be documented, actionable, 

measurable, testable, traceable, related to 

identified business needs or opportunities, and 

defined to a level of detail sufficient for system 

design. 

 
Data Set 

This paper involved dataset taken from Kaggle 

named loan train. The dataset was entirely 

collected from the previous bank loan data. The 

features that are included in the dataset are 

Gender, Marital status, Dependents, Education, 

Employment status, Income, Credit history, 

Property area. The dataset includes some 

missing values and also outliers in data. 

 

VI. IMPLEMENTATION: 

• Loading require python classes 

• Preprocessing dataset 

• Apply label encoder 

• Shuffling & normalizing dataset values 

• Splitting data into train & test 

• Calculate weights using random forest 

• Train decision tree with weights 

• Train decision tree without weights 

 
VII. TEST CASES 
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VIII. RESULTS 

 

In above screen using random forest we got weights for each 

attribute and this weight will be assigned to decision tree. 

 

 
In above screen we are reading and displaying dataset values 

and we can see maximum columns contains non-numeric data but 

machine learning algorithms only accept numeric data so by using 

label encoder we will convert all non-numeric data to numeric 

 

In above graph we are plotting number of YES and NO records available 

in dataset 

 

 
In above screen decision tree with weights we got 76% accuracy and this 

accuracy may vary at each run as algorithm get trained on random train 

data and test on random test data and in confusion matrix graph x-axis 

represents Predicted classes and y-axis represents true classes and blue 

colour boxes represents INCORRECT prediction count and different 

colour boxes represents CORRECT prediction count 

 
 

 

IX. CONCLUSION 

The process of prediction starts from cleaning and 

processing of data, imputation of missing values, 

experimental analysis of data set and then model 

building to evaluation of model and testing on test 

data. On Data set, the best case accuracy obtained 

on the original data set is 0.811. The following 

conclusions are reached after analysis that those 

applicants whose credit score was worst will fail 

to get loan approval, due to a higher probability 

of not paying back the loan amount. Most of the 

time, those applicants who have high income and 

demands for lower amount of loan are more likely 

to get approved which makes sense, more likely 

to pay back their loans. Some other characteristic 

like gender and marital status seems not to be 

taken into consideration by the company. 
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X. FUTURE SCOPE 

Various machine learning models exist for 

predictive analysis like logistic regression, 

decision trees, and artificial neural networks 

(ANN) and Bayesian Networks. While decision 

tree is a statistical model the other three are 

graphical models. ANNs have a very complex 

structure with multiple layers of nodes. Decision 

tree and ANNs are most widely used because they 

are easy to develop and provide most accurate 

predictive analysis. Decision tree can handle non 

linear effect and power terms. The independent 

variable based on which prediction takes place 

need not be normally distributed. And also we 

showed bagging classifier and XGBoost 

algorithms with & without weights in this paper. 
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