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Abstract - Providing an accurate rainfall 

estimate at individual points is a challenging 

problem in order to mitigate risks derived from 

severe rainfall events, such as floods and 

landslides. Dense networks of sensors, named 

rain gauges (RGs), are typically used to obtain 

direct measurements of precipitation intensity in 

these points. These measurements are usually 

interpolated by using spatial interpolation 

methods for estimating the precipitation field 

over the entire area of interest. However, these 

methods are computationally expensive, and to 

improve the estimation of the variable of interest 

in unknown points, it is necessary to integrate 

further information. 

To overcome these issues, this work proposes a 

machine learning-based methodology that 

exploits a classifier based on ensemble methods 

for rainfall estimation and is able to integrate 

information from different remote sensing 

measurements. The proposed approach supplies 

an accurate estimate of the rainfall where RGs 

are not available, permits the integration of 

heterogeneous data sources exploiting both the 

high quantitative precision of RGs and the 

spatial pattern recognition ensured by radars and 

satellites, and is computationally less expensive 

than the interpolation methods. 

Experimental results, conducted on real data 

concerning an Italian region, Calabria, show a 

significant improvement in comparison with 

Kriging with external drift (KED), a well- 

recognized method in the field of rainfall 

estimation, both in terms of the probability of 

detection. Accurate rainfall estimate is crucial 

for flood hazards protection, river basins 

management, erosion modeling, and other 

applications for hydrological impact modeling. 

To this aim, rain gauges (RGs) are used to obtain 

a direct measurement of intensity and duration of 

precipitations at individual sites. 

Keywords – Computational infrastructure, 

geophysical data, GIS, oceans and water, radar 

data. 

 
I. INTRODUCTION 

Accurate rainfall estimate is crucial for flood 

hazards protection, river basins management, 

erosion modeling, and other applications for 

hydrological impact modeling. To this aim, rain 

gauges (RGs) are used to obtain a direct 

measurement of intensity and duration of 

precipitations at individual sites. In order to 

estimate rainfall events in areas not covered by 

RGs, interpolation methods computed on the 

basis of the values recorded by these RGs are 

used. Many variants of these methods have been 

proposed in the literature, and among them, the 

Kriging geo statistical method is one of the most 

used and recognized in the field. An accurate 

spatial reconstruction of the 
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rainfall field is a critical issue when dealing with 

heavy convective meteorological events. 

In particular, convective precipitations can 

produce highly localized heavy precipitation, not 

detected by sparse RGs, and floods can arise 

without a rainfall being detected. To overcome 

this issue, a recent trend in the literature is to 

integrate heterogeneous rainfall data sources to 

obtain a more accurate estimate by using 

interpolation Methods. A different approach 

relies on exploiting machine learning (ML) 

techniques. Typically, ensemble methods are 

used to address these issues. Ensemble is a 

classification technique, in which several 

models, first trained by using different 

classification algorithms or samples of data, are 

then combined to classify new unseen instances. 

In comparison with the case of using a single 

classification model, the ensemble paradigm 

permits handling the problem of unbalanced 

classes and reducing the variance and the bias 

of the error. Especially, ensemble-based 

techniques can be used to address the issues 

concerning the rainfall estimation and to support 

the monitoring of meteorological events. These 

methods are also able to capture nonlinear 

correlations. 

In order to address the main issues of rainfall 

estimation, in this article, an ML-based 

methodology, adopting a hierarchical 

probabilistic ensemble classifier (HPEC) for 

rainfall estimation, is introduced. The proposed 

approach, by integrating data coming from 

different source and exploiting an under- 

sampling technique for handling the unbalanced 

class’s problem typical of this scenario, permits 

accurate estimation of the rainfall where RGs are 

not available. 

Rainfall prediction using machine learning 

involves the use of historical weather data 

and other relevant factors such as 

temperature, humidity, wind speed, and 

pressure to train a model that can accurately 

predict future rainfall. The machine learning 

algorithms learn from patterns in the 

historical data to identify the relationships 

between these factors and rainfall.. 

II. EXISTING SYSTEM 

An existing system is based on the ensemble 

paradigm include the work in which, similar to 

our work, employs a probabilistic ensemble and 

merges two sources of data even if the aim of this 

work is to develop a run-off analysis. Afterward, 

a blending technique is applied to the results of 

the runoff hydrologic models to determine a 

single runoff hydrograph. Experimental results 

show that the hydrologic models are accurate 

and can help to make more effective decisions in 

the flood warning. 

 
An evaluation of a real case study, located in the 

European, proves the capability of the approach 

in providing accurate predictions for a 

hydrological partitioning of the region. 

 
All these techniques are able to provide 

interesting results, but they require a rather 

delicate phase of parameters estimation of the 

particular model; therefore, as a side effect, 

usually, their flexibility and effectiveness tend to 

be hampered. As the relations between sensors 

data, cloud properties, and rainfall estimates are 

highly nonlinear, more flexible approaches based 

on ML techniques have been investigated 

recently. For instance, the problem of detecting 

convective events and closely related rainy areas 

is addressed in by using ANNs combined with 

support vector machines. 
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III. PROPOSED SYSTEM 

The proposed system is based on three 

heterogeneous data sources that is rain gauge, 

radar, and Meteosat are integrated to generate 

more accurate estimates of rainfall events. 

Different classification methods are compared 

on a real case data is taken from Calabria, a 

southern region in Italy, and a probabilistic 

ensemble approach is proposed. 

Different ML-based methods, pre trained only 

on historical data, with a widely used 

interpolation method in the hydrological field 

are compared. Our approach is an effective 

solution for real scenarios, who has to analyze 

the rainfall in a specific zone presenting risks of 

landslides or floods. The experimental 

evaluation is conducted on real data concerning 

Calabria, a region located in the South of Italy, 

and provided by the DCP. Calabria is an 

effective test ground because of its strong 

climate variability and its complex orography. 

 

IV. SYSTEM ARCHITECTURE: 
 

 
V. IMPLEMANTATION 

MODULES: 

• Data collection 

• Dataset 

• Data preparation 

• Predicting the rainfall in index calculation 

• Model selection 

• Analyze and prediction 

• Accuracy on test set 

• Saving the trained model 

 
MODULES DESCSRIPTION: 

Data Collection: 

This is the first real step towards the real 

development of a machine learning model, 

collecting data. This is a critical step that will 

cascade in how good the model will be, them 

or and better data that we get, the better our 

model will perform. There are several 

techniques to collect the data, like web 

scraping, manual interventions. The dataset is 

located in the model folder. 

 
Dataset: 

The dataset consists of 1991individual data. 

There are 12 columns in the dataset, which are 

described below. 
 

 

 
OUTPUT DESIGN 

Data preparation: 

The first step is to collect the historical data, 

which includes the amount of rainfall and the 

corresponding values of the independent 

variables. Once the data has been collected, it 

needs to be cleaned and preprocessed to remove 

any outliers or missing values. Data preparation 

for rainfall prediction typically involves 

collecting and processing various 

meteorological data sources. This can include 
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historical rainfall records, temperature, 

humidity, wind speed, atmospheric pressure. 

 
VI. RESULT 

Analyze and prediction: In rainfall prediction, 

ARIMA models can be used to analyses 

historical rainfall data and predict future rainfall 

based on trends and seasonal patterns. SVMs 

are machine learning models that can be applied 

to classification and regression applications 
 

 
 

 

TABLE-I features extracted from the three sources of data: 

radar, satellite, and RGS. 

 

Table II CSI, Far, Pod, and MSE for the SVR, Decision 

Tree, Boosting, Rf, And HPEC 

 

Table Iii Precision, Recall, and F-Measure for the SVR, 

Decision Tree, Boosting, RF, And HPEC for The Minority 

Classes 4 And 5 

 

 
TABLE V Precision, Recall, and F-Measure for the 

Kriging, Rf, And Hpec For The Minority Classes 4 And 

5. The Values in Bold (Light Gray) Are Significantly 

Better (Worse) Than the Kriging Method 

 

TABLE VI CSI, far, pod, and MSE for the HPEC, using 

all the features versus not considering, respectively, rg, 

radar, and satellite data. The values in light gray are 

significantly worse than the method using all the features 

 

VII. CONCLUSION 

An ML-based approach for the spatial rainfall 

field estimation has been defined. By integrating 

heterogeneous data sources, such as RGs, radars, 

and satellites, this methodology permits 

estimation of the rainfall, where RGs are not 

present, also exploiting the spatial pattern 

recognition ensured by radars and satellites. 

After a phase of preprocessing, a random 

uniform under sampling strategy is adopted, and 

finally, an HPEC permits the model used to be 

built to estimate the severity of the rainfall 

events. This ensemble is based on two levels: in 

the first level, a set of RF classifiers are trained, 

while, in the second level, a probabilistic metal 

earner is used to combine the estimated 

probabilities provided by the base classifiers 

according to a stacking schema. Experimental 

results conducted on real data provided by the 

Department of Civil Protection show significant 

improvements in comparison with Kriging with 

external drift, a largely used and well-recognized 

method in the field of rainfall estimation. In 

particular, the 
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ensemble method exhibits a better capacity in 

detecting the rainfall events. Indeed, both the 

POD (0.58) and the MSE (0.11) measures 

obtained by HPEC are significantly better than 

the values obtained by KED (0.48 and 0.15, 

respectively). As for the last two classes, 

representing intense rainfall events, the 

difference between the Kriging method and 

HPEC is not significant (in terms of F-measure) 

although HPEC is computationally more 

efficient. 

 
VIII. FUTURE SCOPE 

As future work, we plan to validate the method 

on a larger time interval, in order to consider 

effects due to seasonal and yearly variability, 

also considering the possibility of incrementally 

building the flexible ensemble model with the 

new data. In addition, we want to evaluate the 

effectiveness of the algorithm in individuate 

highly localized heavy precipitation events, also 

by adopting time series analysis to analyze the 

individual contributions of the different features 

for radar and Meteosat. 
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