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ABSTRACT: 
This paper provides a guiding framework for discourse in pedagogical & andragogic classrooms 
composed of differentiated learning abilities. In this article, we investigate how verbal discourse can be 
modified to accommodate different modes of individual learning using Long Short-Term Memory 
(LSTM) classifiers. For centuries, verbal instructions have been at the heart of learning in various 
contexts, from ancient schools to integrated e-learning environments. By applying the VAK (Visual-
Auditory-Kinesthetic) model, this study employs logistic classifiers and LSTM models to analyze a 
dataset of 15,450 data points of verbaldiscourse, achieving accuracies of 94.302% and 95.29%, 
respectively. It establishes that LSTM classifiers are highly effective at determining learning styles from 
verbal interactions. This approach discusses the integration of predictive classifier models to implement 
verbal instructional methodologies significantly conducive to teaching visual, auditory, and kinesthetic 
learners. 
 
Keywords: Artificial Intelligence, Machine Learning, VAK Model, Logistic Classifiers, Differentiated 
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INTRODUCTION: : 
A learning style refers to an individual’s preferred method or approach to acquiring and processing new 
ideas, concepts, techniques, and information. Understanding one's learning style helps an educator 
customize teaching-learning material to be more effective and engaging. Among various avant-garde 
educational methods emerging, verbal discourse has remained a fundamental and nearly irreplaceable 
approach to instruction since the inception of educational institutions before BCE. Temple Schools 
(Ancient Egypt), Edubbas (Mesotopamia), Gurukuls(Ancient India), Confucian Academies (Ancient 
China), and Gymnasiums (Ancient Greece) were set up to train priests, administrators, philosophers, 
government officials, and physical training, well before the advent of Christ in the Gregorian Calendar. 
While the aims and curriculum of their education differed, the method of instruction was primarily, and 
irrefutably, verbal and written instruction. Revising and transforming learning materials to meet the 
needs of learners with diverse learning styles begins with modifying our verbal discourse. In this paper, 
we propose a new framework to detect students’ learning styles based on verbal methods of instruction. 
The questions that form the grounds for investigation in this paper are:  
1. Which semantic structures are recurrent in individuallearning styles of the VAK models?   
2. What methodologies can teachers devise to deliver oral modules that cater to VAK learning styles?  
 
VAK(VISUAL-AUDITORY-KINESTHETIC)MODEL: : 
Huda (2014), as cited in Wulansari (2016), emphasized that the VAK learning model is a multisensory 
learning model that engages and customizes teaching methods for three learning styles - Visual, 
Auditory, and Kinesthetic learners. Multiple studies indicate that students perform better in certain 
subjects when instructional methods adapt to their specific learning styles. However, Hussain (2017) 
suggested fusing diverse teaching styles and strategies rather than concentrating on a particular teaching 
technique.   
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Brown stated that learning styles are a natural congruence of cognitive and psychological aspects of the 
mind. Students’ performance was affected in terms of how they perceive, interact, and respond to the 
learning environment - highlighting the imp
and general learners. VAK is one of the many learning models coined 
Kolb’s model, Peter Honey and Alan Mumford’s model, Anthony Gregorc’s model, Felder
learning style, Gardner’s theory of multiple intelligence, and so on (Pashler et al., 2008).
ofVAK learning model is favored by its 
of learners.  
Personalized computing has existed for a couple of decades, prompting all modern systems to have a 
touch of personalization. The development of e
advancements, transitioning from basic computerized instruction, su
environments (Wild et al., 2014) that offer digital resources seamlessly. A differentiated classroom 
creates and provides learning opportunities for advanced, average, and slower learners by considering 
their learning styles—whether visual, auditory, or kinesthetic. Since accessible AI
tools have taken a front seat to aid teachers in planning teaching
medium of instruction.  
Despite automating classroom activit
rather than creating meaningful learning experiences. This limitation is due to the lack of integrated 
sensor technologies, comprehensive research frameworks, and widespread access to adv
educational settings. (Lamb et al., 2023)  In developing countries, where inequitable access to 
technological advancement favors economically privileged classes, teachers refrain from assigning 
digital coursework to students. However, integr
to create a differentiated learning classroom without the need for the digital involvement of students 
(without resources).     
 
METHODOLOGY:   
Dataset: The dataset used for 
(www.kaggle.com/datasets/zeyhadkhalid/learning
columns). The columns are segregated into sentences and
classified into 3 nominal data types -
verbal statements that cater to the needs of these learners. The data
Jupyter Notebook. 

 

Fig 1. Visual summary
 
LOGISTIC CLASSIFIERS : 
Logistic regression, despite its name, is a classification technique rather than a forecasting regression 
model. It models the probability that a given input belongs to a particular class. Such probability ranges 
between 0 to 1, and is defined by the equat
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Brown stated that learning styles are a natural congruence of cognitive and psychological aspects of the 
mind. Students’ performance was affected in terms of how they perceive, interact, and respond to the 

highlighting the importance of adhering to the psychological needs of advanced 
and general learners. VAK is one of the many learning models coined - some others 
Kolb’s model, Peter Honey and Alan Mumford’s model, Anthony Gregorc’s model, Felder

ing style, Gardner’s theory of multiple intelligence, and so on (Pashler et al., 2008).
favored by its avoidable need for complex computation when identifying types 

Personalized computing has existed for a couple of decades, prompting all modern systems to have a 
touch of personalization. The development of e-learning systems has undergone significant 
advancements, transitioning from basic computerized instruction, such as quizzes, to adaptive virtual 
environments (Wild et al., 2014) that offer digital resources seamlessly. A differentiated classroom 
creates and provides learning opportunities for advanced, average, and slower learners by considering 

whether visual, auditory, or kinesthetic. Since accessible AI-powered chatbots, AI 
tools have taken a front seat to aid teachers in planning teaching-learning materials delivered in a digital 

Despite automating classroom activities through machine learning, AI excels in tasks like grading essays 
rather than creating meaningful learning experiences. This limitation is due to the lack of integrated 
sensor technologies, comprehensive research frameworks, and widespread access to adv
educational settings. (Lamb et al., 2023)  In developing countries, where inequitable access to 
technological advancement favors economically privileged classes, teachers refrain from assigning 
digital coursework to students. However, integrating AI into verbal discourse allows teachers to use AI 
to create a differentiated learning classroom without the need for the digital involvement of students 

: The dataset used for building the model was exported from
www.kaggle.com/datasets/zeyhadkhalid/learning-style-vak), sized at 15450 * 

e columns are segregated into sentences and types of learners. Types of learners are further 
- Visual, Kinesthetic and Auditory. The corresponding sentences are 

verbal statements that cater to the needs of these learners. The dataset was analyzed in Python 3.0 

 
Fig 1. Visual summary(bar graph) of the dataset 

Logistic regression, despite its name, is a classification technique rather than a forecasting regression 
model. It models the probability that a given input belongs to a particular class. Such probability ranges 

and is defined by the equation  
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Brown stated that learning styles are a natural congruence of cognitive and psychological aspects of the 
mind. Students’ performance was affected in terms of how they perceive, interact, and respond to the 

ortance of adhering to the psychological needs of advanced 
some others include David 

Kolb’s model, Peter Honey and Alan Mumford’s model, Anthony Gregorc’s model, Felder-Silverman’s 
ing style, Gardner’s theory of multiple intelligence, and so on (Pashler et al., 2008).The selection 

when identifying types 

Personalized computing has existed for a couple of decades, prompting all modern systems to have a 
learning systems has undergone significant 

ch as quizzes, to adaptive virtual 
environments (Wild et al., 2014) that offer digital resources seamlessly. A differentiated classroom 
creates and provides learning opportunities for advanced, average, and slower learners by considering 

powered chatbots, AI 
learning materials delivered in a digital 

ies through machine learning, AI excels in tasks like grading essays 
rather than creating meaningful learning experiences. This limitation is due to the lack of integrated 
sensor technologies, comprehensive research frameworks, and widespread access to advanced tools in 
educational settings. (Lamb et al., 2023)  In developing countries, where inequitable access to 
technological advancement favors economically privileged classes, teachers refrain from assigning 

ating AI into verbal discourse allows teachers to use AI 
to create a differentiated learning classroom without the need for the digital involvement of students 

from an open source 
 2 (15450 rows, 2 

types of learners. Types of learners are further 
Visual, Kinesthetic and Auditory. The corresponding sentences are 

set was analyzed in Python 3.0 on a 

 

Logistic regression, despite its name, is a classification technique rather than a forecasting regression 
model. It models the probability that a given input belongs to a particular class. Such probability ranges 
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Here, P(y=1∣X) represents the probability that the dependent variable y belongs to class 1, given the 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

The decision rule in binary classification 
(usually around 0.5). However, the threshold can be modified based on the user's expertise or the cost of 

false positives and false negatives.
In VAK dataset, a large percentage of the work 
from sentences, encoding and decoding, cleaning them before vectorization, and using 
CountVectorizer() to identify frequent words. Once the data is processed, LogisticRegression() model is 
deployed, to create a classifier that categorizes your sentences into three types 
would appeal most to Kinesthetic, Auditory a
 
LONG SHORT-TERM MEMORY (LSTM): DEEP RECURRENT NEURAL NETWORKS 
(RNN): 
LSTM is a variant of recurrent 
dependencies in sequential data. Recurrent Neural Networks (RNNs) are specifically aimed at time
dependent data processing(such as time series analysis) by utilizing hidden units carrying informat
from earlier time steps/frames. Traditional RNNs lacked the ability to learn long term relationships due 
to exploding gradients or vanishing. Hochreiter and Schmidhuber (1997) proposed LSTM networks that 
overcame the problems faced in traditional RNN’s
memory cells and gating mechanisms.
 
ARCHITECTURE: : 
  

LSTM networks’ memory cell is the main component that can retain information for a long period of 
time. The LSTM architecture contains the following 
i. Memory Cell: The memory cell’s role is to keep its cell state for a long time. It works like a conveyor 
belt in terms of transporting information across the network.
ii.Gates: Three types of gates are used to manage the way data flows into 
neural networks’ memory cells: 

a. Forget Gate: this is responsible for the cell state to decide what data should be thrown away from 
it. The previous hidden state and concatenated input are used as arguments by a sigmoid function 
then used on it. 

b. Input Gate: this regulates new information addition on cell state which interacts with candidate 
values’ generation through tanh activation function besides gating using function sigmoid

c. Output Gate: responsible for controlling inform
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X) represents the probability that the dependent variable y belongs to class 1, given the 

feature X.  

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑐𝑙𝑎𝑠𝑠 =  ൜
1 𝑖𝑓 𝑃(𝑦 = 1|𝑋) ≥ 0
0 𝑖𝑓 𝑃(𝑦 = 1|𝑋) ≤ 0

  

The decision rule in binary classification as the one mentioned above, involves selecting a threshold 
(usually around 0.5). However, the threshold can be modified based on the user's expertise or the cost of 

false positives and false negatives. 
dataset, a large percentage of the work involves pre-processing data – eliminating punctuation 

from sentences, encoding and decoding, cleaning them before vectorization, and using 
CountVectorizer() to identify frequent words. Once the data is processed, LogisticRegression() model is 

create a classifier that categorizes your sentences into three types -
most to Kinesthetic, Auditory and Visual learners. 

TERM MEMORY (LSTM): DEEP RECURRENT NEURAL NETWORKS 

LSTM is a variant of recurrent neural network(RNN) architecture which identifies long term 
dependencies in sequential data. Recurrent Neural Networks (RNNs) are specifically aimed at time
dependent data processing(such as time series analysis) by utilizing hidden units carrying informat
from earlier time steps/frames. Traditional RNNs lacked the ability to learn long term relationships due 
to exploding gradients or vanishing. Hochreiter and Schmidhuber (1997) proposed LSTM networks that 
overcame the problems faced in traditional RNN’s, due to their advanced structure, which consist of 
memory cells and gating mechanisms. 

LSTM networks’ memory cell is the main component that can retain information for a long period of 
time. The LSTM architecture contains the following 

The memory cell’s role is to keep its cell state for a long time. It works like a conveyor 
belt in terms of transporting information across the network. 

: Three types of gates are used to manage the way data flows into and out of LSTM memory 

: this is responsible for the cell state to decide what data should be thrown away from 
it. The previous hidden state and concatenated input are used as arguments by a sigmoid function 

: this regulates new information addition on cell state which interacts with candidate 
values’ generation through tanh activation function besides gating using function sigmoid

responsible for controlling information that leaves cell state to arrive next layer 
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X) represents the probability that the dependent variable y belongs to class 1, given the 

involves selecting a threshold 
(usually around 0.5). However, the threshold can be modified based on the user's expertise or the cost of 

eliminating punctuation 
from sentences, encoding and decoding, cleaning them before vectorization, and using 
CountVectorizer() to identify frequent words. Once the data is processed, LogisticRegression() model is 

- based on how they 

TERM MEMORY (LSTM): DEEP RECURRENT NEURAL NETWORKS 

neural network(RNN) architecture which identifies long term 
dependencies in sequential data. Recurrent Neural Networks (RNNs) are specifically aimed at time-
dependent data processing(such as time series analysis) by utilizing hidden units carrying information 
from earlier time steps/frames. Traditional RNNs lacked the ability to learn long term relationships due 
to exploding gradients or vanishing. Hochreiter and Schmidhuber (1997) proposed LSTM networks that 

, due to their advanced structure, which consist of 

LSTM networks’ memory cell is the main component that can retain information for a long period of 
time. The LSTM architecture contains the following major parts: 

The memory cell’s role is to keep its cell state for a long time. It works like a conveyor 

and out of LSTM memory 

: this is responsible for the cell state to decide what data should be thrown away from 
it. The previous hidden state and concatenated input are used as arguments by a sigmoid function 

 
: this regulates new information addition on cell state which interacts with candidate 

values’ generation through tanh activation function besides gating using function sigmoid 

 
ation that leaves cell state to arrive next layer 
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using the output state activation concerning which parts should go out of it in terms of sigmoid 

(Note: In the equations above, * denotes multiplication)
Like logistic classifiers, LSTM requires preprocessing of data, i.e., encoding, tokenization, and word 
vectorization. Once the data is processed, a GloVe package of 6 Billion words and 200 
dimensions(glove.6B.200d.txt) embeds GloVe and reads the word vecto
 
ANALYSIS : 
Visualization: Word clouds were generated in Jupyter Notebook using the wordcloud package, 
succeeding the cleaning and vectorization of the dataset. This visualization technique was utilized to 
identify the most frequently-used words among
“sound, silence, tone, hear, love, converse, word” are quite popular with auditory learners. Kinesthetic 
learners lean towards words that have a sense of tangibility 
Visual learners respond best to statements that leverage their eyesight and visually imaginary senses 
“idea, see, vision, focus, picture, illustrate” 
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using the output state activation concerning which parts should go out of it in terms of sigmoid 
function 

 
(Note: In the equations above, * denotes multiplication) 
Like logistic classifiers, LSTM requires preprocessing of data, i.e., encoding, tokenization, and word 
vectorization. Once the data is processed, a GloVe package of 6 Billion words and 200 
dimensions(glove.6B.200d.txt) embeds GloVe and reads the word vectors.  

: Word clouds were generated in Jupyter Notebook using the wordcloud package, 
succeeding the cleaning and vectorization of the dataset. This visualization technique was utilized to 

used words among students with different learning styles. For instance, 
“sound, silence, tone, hear, love, converse, word” are quite popular with auditory learners. Kinesthetic 
learners lean towards words that have a sense of tangibility - “feel, tie, emotional, grip, sof
Visual learners respond best to statements that leverage their eyesight and visually imaginary senses 
“idea, see, vision, focus, picture, illustrate”  
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using the output state activation concerning which parts should go out of it in terms of sigmoid 

Like logistic classifiers, LSTM requires preprocessing of data, i.e., encoding, tokenization, and word 
vectorization. Once the data is processed, a GloVe package of 6 Billion words and 200 

: Word clouds were generated in Jupyter Notebook using the wordcloud package, 
succeeding the cleaning and vectorization of the dataset. This visualization technique was utilized to 

students with different learning styles. For instance, 
“sound, silence, tone, hear, love, converse, word” are quite popular with auditory learners. Kinesthetic 

“feel, tie, emotional, grip, softly, pressure”. 
Visual learners respond best to statements that leverage their eyesight and visually imaginary senses - 
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Fig 2,3,4. Word Clouds for vocabulary that appeals most to visual, auditory and 
 
LOGISTIC CLASSIFIERS: 
 
Logistic Classifier is, by far, the best binary classifier for datasets that can be encoded and decoded (i.e., 
ordinal and nominal datasets). After an 80
LogisticRegression() model. When the test data is 
accuracy. High accuracy was attainable, due to the model not being over/under fit, because of 
inappropriate processing methods or low/high train/test splits. 

Fig 5. Accuracy metrics of the logistic 

To gauge the model, 3 experimental statements w
what type of learners would resonate with the sample senten
EVALUATION: 

Fig 6. Sentences classified with the Regression Model. 
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Fig 2,3,4. Word Clouds for vocabulary that appeals most to visual, auditory and kinesthetic learners

Logistic Classifier is, by far, the best binary classifier for datasets that can be encoded and decoded (i.e., 
ordinal and nominal datasets). After an 80-20 training-test split, train data is fit using the 
LogisticRegression() model. When the test data is evaluated against the model, it returns 94.3042% 
accuracy. High accuracy was attainable, due to the model not being over/under fit, because of 
inappropriate processing methods or low/high train/test splits.  

 

 
. Accuracy metrics of the logistic regression model 

 
To gauge the model, 3 experimental statements were provided to the model. It was asked to classify 
what type of learners would resonate with the sample sentences. The results are given below

 
Sentences classified with the Regression Model.  
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kinesthetic learners 

Logistic Classifier is, by far, the best binary classifier for datasets that can be encoded and decoded (i.e., 
test split, train data is fit using the 

evaluated against the model, it returns 94.3042% 
accuracy. High accuracy was attainable, due to the model not being over/under fit, because of 

t was asked to classify 
ces. The results are given below.  
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LSTM ARCHITECTURE : 
 

A summary of the input, output and hidden layers which are built into the LSTM model are outlined 
below. The shape of the output layer is mentioned beside each layer.
 

                                          Fig 7. Layers of Long Short Term Memory RNN
Data provided to LSTM is split into 80% training and 20% test data. The model is 
simulations (epochs), at the end of which, accuracy

Fig 8. Accuracy metrics of VAK
 

A comparison of accuracy between training and validation, and of loss between training and validation 
is visualized below. Loss and validation share an inversely proportion
loss in datasets neared 0, while the accuracy soared above 95%. 
 

Fig 9. Comparison of training and validation scores in accuracy improvement & loss of the VAK

To assess the effectiveness of the LSTM, 3 sample sentences were fed into the neural network. 

  
(UGC Care Group I Listed Journal)                     Vol-14, Issue-10, No.0

                                                                                                     Copyright @ 2024 Author

A summary of the input, output and hidden layers which are built into the LSTM model are outlined 
below. The shape of the output layer is mentioned beside each layer. 

 
Fig 7. Layers of Long Short Term Memory RNN 

is split into 80% training and 20% test data. The model is instructed to
epochs), at the end of which, accuracy rockets from 57.39% accuracy to 95.29% accuracy. 

 

 
Fig 8. Accuracy metrics of VAK-LSTM   

A comparison of accuracy between training and validation, and of loss between training and validation 
is visualized below. Loss and validation share an inversely proportional relationship for this model. 
loss in datasets neared 0, while the accuracy soared above 95%.  

 
Fig 9. Comparison of training and validation scores in accuracy improvement & loss of the VAK

 
To assess the effectiveness of the LSTM, 3 sample sentences were fed into the neural network. 
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A summary of the input, output and hidden layers which are built into the LSTM model are outlined 

instructed to run 10 
39% accuracy to 95.29% accuracy.  

 

 

A comparison of accuracy between training and validation, and of loss between training and validation 
tionship for this model. he 

 
Fig 9. Comparison of training and validation scores in accuracy improvement & loss of the VAK-LSTM 

To assess the effectiveness of the LSTM, 3 sample sentences were fed into the neural network.  
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The model returns “Visual”, “Auditory” and “Visual” to the sentences mentioned in the test. The 
classified sentences provide >89% accuracy, with 99% being the 

Fig 10. Accuracy metrics of samples provided to the VAK

DISCUSSION : 
In differentiated classrooms, understanding and leveraging student engagement patterns through verbal 
discourse becomes key to effective teaching. Long Short
sophisticated approach to analyzing these engagement patterns. They are adept and can capture temporal 
dependencies within student interactions. This capability is particularly valuable in educational settings 
where the dynamics of verbal discourse
significant role in learning processes. LSTM classifiers can be employed to process and analyze data 
from diverse sources such as classroom discussions, verbal responses, and interactio
examining these data streams, LSTMs can identify patterns indicative of different learning styles
auditory, visual, and kinesthetic. Studies such as those by Hsu et al. (2020) have highlighted the efficacy 
of LSTM models in educational contexts,
behavior and preferences.  
However, the LSTM model works only in schools where the teachers are trained and equipped to handle 
AI-Integrated tools. The availability of such tools, despite the 
poses a problem too. 
 The lack of digital infrastructure and trained 
challenges India faces in the Education industry. With the rise of data sciences and artificial intelligence 
in a span of 3 years, technological 
terms of availability and performance)
underhanded resources and advance tech
solution to improve teaching methodologies
the model is limited to English (as of 2024), and fails when oriental/regional Indian languages are 
supplied to it. The availability of VAK
for students whose medium of instruction is their oriental language. 
Another addition to this model could be integration of a speech
classifier, coupled with a user-friendly interface
acquainted with data science or computer literacy to use the model in regular discourse
 
CONCLUSION : 
By incorporating these insights, educators can personalize verbal discourse and oral communication to 
align with the identified learning styles, thereby optimizing instructional strategies. This customized 
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The model returns “Visual”, “Auditory” and “Visual” to the sentences mentioned in the test. The 
classified sentences provide >89% accuracy, with 99% being the highest.  

Fig 10. Accuracy metrics of samples provided to the VAK-LSTM
 

In differentiated classrooms, understanding and leveraging student engagement patterns through verbal 
discourse becomes key to effective teaching. Long Short-Term Memory (LSTM) classifiers offer a 
sophisticated approach to analyzing these engagement patterns. They are adept and can capture temporal 
dependencies within student interactions. This capability is particularly valuable in educational settings 

of verbal discourse—comprising both audio and textual elements
significant role in learning processes. LSTM classifiers can be employed to process and analyze data 
from diverse sources such as classroom discussions, verbal responses, and interactio
examining these data streams, LSTMs can identify patterns indicative of different learning styles
auditory, visual, and kinesthetic. Studies such as those by Hsu et al. (2020) have highlighted the efficacy 
of LSTM models in educational contexts, noting their ability to provide granular insights into learner 

However, the LSTM model works only in schools where the teachers are trained and equipped to handle 
Integrated tools. The availability of such tools, despite the teacher being trained, in school premises 

The lack of digital infrastructure and trained personnel to operate AI models is one of the biggest 
challenges India faces in the Education industry. With the rise of data sciences and artificial intelligence 

technological resources in classrooms are inadequate, limited
erms of availability and performance) in overpopulated countries like India. To bridge the gap between 

advance tech, the VAK-LSTM model could provide a
prove teaching methodologies, especially for children with learning disabilities. However, 

(as of 2024), and fails when oriental/regional Indian languages are 
supplied to it. The availability of VAK-LSTM model in regional languages would be a game

whose medium of instruction is their oriental language. 
ddition to this model could be integration of a speech-to-text feature with the VAK LSTM 

friendly interfacewould provide easy access to teachers who are
cquainted with data science or computer literacy to use the model in regular discourse

By incorporating these insights, educators can personalize verbal discourse and oral communication to 
align with the identified learning styles, thereby optimizing instructional strategies. This customized 
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The model returns “Visual”, “Auditory” and “Visual” to the sentences mentioned in the test. The 

 
LSTM 

In differentiated classrooms, understanding and leveraging student engagement patterns through verbal 
(LSTM) classifiers offer a 

sophisticated approach to analyzing these engagement patterns. They are adept and can capture temporal 
dependencies within student interactions. This capability is particularly valuable in educational settings 

comprising both audio and textual elements—play a 
significant role in learning processes. LSTM classifiers can be employed to process and analyze data 
from diverse sources such as classroom discussions, verbal responses, and interaction logs. By 
examining these data streams, LSTMs can identify patterns indicative of different learning styles—
auditory, visual, and kinesthetic. Studies such as those by Hsu et al. (2020) have highlighted the efficacy 

noting their ability to provide granular insights into learner 

However, the LSTM model works only in schools where the teachers are trained and equipped to handle 
teacher being trained, in school premises 

to operate AI models is one of the biggest 
challenges India faces in the Education industry. With the rise of data sciences and artificial intelligence 

limited and suboptimal(in 
o bridge the gap between 

provide a semi-structured 
children with learning disabilities. However, 

(as of 2024), and fails when oriental/regional Indian languages are 
LSTM model in regional languages would be a game-changer 

whose medium of instruction is their oriental language.  
with the VAK LSTM 

easy access to teachers who are not 
cquainted with data science or computer literacy to use the model in regular discourse.        

By incorporating these insights, educators can personalize verbal discourse and oral communication to 
align with the identified learning styles, thereby optimizing instructional strategies. This customized 
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approach, not only enhances individual learning experiences but also inculcates a more inclusive 
classroom environment. To conclude, leveraging LSTM classifiers to analyze and adapt teaching 
methodologies ensures that instructional methods are responsive to the diverse needs of students, 
thereby supporting more effective and equitable learning outcomes. 
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