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#### Abstract

Parallel counters are enter components in numerous number juggling circuits, particularly quick multipliers. The summation of multiple operands in parallel forms part of the critical path in various digital signal processing units. To speed up the summation, high compression ratio counters and compressors are necessary. In this article, we present a novel method of fast saturated binary counters and exact/approximate (4:2) compressors based on the sorting network. The inputs of the counter are asymmetrically divided into two groups and fed into sorting networks to generate reordered sequences, which can be solely represented by one-hot code sequences. Between the reordered sequence and the one-hot code sequence, three special Boolean equations are established, which can significantly simplify the output Boolean expressions of the counter. Further, this project is enhanced by using parallel sorting algorithms for finding/ sorting M largest values from N inputs and then design scalable architectures based on proposed algorithms. For finding the largest values the iterative sorting techniques also proposed. Bitonic Sorting Is one type of efficient such algorithm for implementing with optimised parameters.


Keywords: approximate (4:2) compressors, Sorting, asymmetric, Digital signal processing, Arithmetic Logic Unit. INTRODUCTION: Energy minimization is major requirements in almost any electronic systems, especially the portable ones such as smart phones, tablets, and different gadgets. It is extremely desired to attain this minimization with minimal performance (speed) penalty [1]. Digital signal processing (DSP) blocks are most wanted in transportable components for realizing various multimedia applications. The computational core of these blocks is the ALU where the multiplications and additions are the major part [6]. The multiplications plays foremost operation in the processing elements which can leads to high consumption of energy and power. Many of the DSP cores implement image and video processing algorithms where final outputs are either images or videos prepared for human consumptions. It facilitates to go for approximations for improving the speed and energy in the arithmetic circuits. This originates from the limited perceptual abilities in observing an image or a video for human beings. In addition to the image and video processing applications, there are other areas where the exactness of the arithmetic operations is not critical to the functionality of the system (see [2],[3]). Approximate computing provides an accuracy, speed and power/energy consumption. The advantage of approximate multiplier reduces the error rate and gain high speed. For correcting the division error compare operation and a memory look up is required for the each operand is required which increases the time delay for entire multiplication process [4]. At various level of abstraction including circuit, logic and architecture levels the approximation is processed [5]. In the category for approximation methods in function, a number of approximating arithmetic building blocks, such as adders and multipliers, at different design levels have been suggested in various structures [6],[7]. Broken array multiplier was designed for efficient VLSI implementation [8].

LITERATURE SURVEY: A traditional method to reduce the aging effects is overdesign which includes techniques like guard-banding ad gate oversizing. This approach can be area and power inefficient [8]. To avoid this problem, an NBTI- aware technology mapping technique wasproposed in [7] which guarantee the performance of the circuit during its lifetime. Another technique was an NBTI- aware sleep transistor in [3] which improve the lifetime stability of the power gated circuits under considerations. A joint logic restructuring and pin reordering method in [6] is based on detecting functional symmetries and transistor stacking effects. This approach is an NBTI optimization method that considered path sensitization. Dynamic voltage scaling and bogy-biasing techniques wereproposed in [4] and [5] to reduce power or extend circuit life. These techniques require circuit modification or do not provide optimization of specific circuits. Every gate in any VLSI circuit has its own delay which reduces the performance of the chip. Traditional circuits use critical pathdelayas the overall circuit clock cycle in order to perform correctly. However, in many worst-case designs, the pMRSAbility that the critical pathdelay is activated is low. In such cases, the strategy of minimizing the worst-case conditions may lead to inefficient designs. Fornoncritical path, using the critical path delay as the overall cycle period will result in significant timing waste. Hence, the variable latencydesign was proposed to reduce the timing waste of traditional circuits. A short path activation function algorithm was proposed in [16] to improve the accuracy of the hold logic and to optimize the performance of the variable-latency circuit. An instruction scheduling algorithm was proposed in [17] to schedule the operations on nonuniform latency functional units and improve the performance of Very Long Instruction Word processors. In [18], a variable-latency pipelined multiplier architecture with a Booth algorithm was proposed. In [19], process-variation tolerant architecture for arithmetic units was proposed, where the effect of process-variation is considered to increase the circuit yield. In addition, the critical paths are divided into two shorter paths that could be unequal and the clock cycle is set to the delay of the longer one. These research designs were able to reduce the timing waste of traditional circuits to improve performance, but they did not consider the aging effect and could not adjust themselves during the runtime.

SORTING: A sorting network is a collection of interconnected compare-and-exchange (CAE) block. Sorting networks consist of comparators, which are in fact hardware implementations of the CE operation. A comparator has two inputs and two outputs. Depending on the sense of ordering, comparators can be of two kinds as shown in figure1 (a), (b).

(b)

Fig1: Basic Sorting Unit

Sorting is any process of arranging items according to a certain sequence or in different sets, and therefore, it has two common, yet distinct meanings:

PARALLEL SORTING NETWORKS A sorting network is a collection of interconnected compare-andexchange (CAE) blocks that guides a parallel set of inputs to a parallel set of outputs in sorted order. Each CAE block has two inputs and two outputs. If the input values are already in order, they are directed to the corresponding outputs; otherwise, they are swapped. There are two types of CAE blocks, called increasing and decreasing CAE blocks, used in hardware-based sorting


Fig:2 parallel sorting units
units. Fig. 2 shows the high-level implementations (left) and schematic symbols (right) for three building blocks used in previous sorting units and in our designs. A decreasing CAE block, shown in Fig. 2b, outputs its inputs in descending order. Decreasing and increasing CAE blocks are identical, except for their wiring. Each CAE block contains a comparator and two multiplexers. We also define Max units which are used in our designs. A Max unit, shown in Fig. 1c, takes two inputs and returns the larger input. Note that the ${ }_{-}$and _ symbols determine the type of the block in Fig. 2. A sorting network usually consists of a series of stages in which each stage contains a number of CAE blocks that operate in parallel. The latency of a sorting network is proportional to its depth (the number of consecutive CAE blocks). Two popular parallel sorting networks that currently have the lowest known latency for hardware implementation are the bitonic and odd-even merge sorting networks proposed by Batcher [25]. The structure of a sorting network is fixed, regardless of the value of the numbers being sorted and the results of the comparisons. Sorting networks are a common solution for hardwarebased sorting. Their parallel nature allows them to perform sorting much faster than the OðN _ logðNPP time achievableby the fastest sequential software-based sorting algorithms. A sorting network may also be pipelined to further increase throughput.

## EXISTING TECHNIQUE:



Fig:3 Overall $(7,3)$ counter circuit
The whole architecture is shown in above Fig. It is obvious that the paths from sequences H and I to $\mathrm{C} 2, \mathrm{C} 1$, and S are almost independent. Increases the parallelism of the circuit. However, as will be discussed later, the area of the proposed design will not increase with the parallelism.
IMPLEMENTATION: First, as shown in above Fig.due to the fact that " 1 " is bigger than " 0 ," all the " 1 "s are at the top of the sequence if there exist " 1 "s, and all the " 0 "s are at the bottom of the sequence if there exist " 0 "s. If there exist both " 1 " s and " 0 " $s$, there must be a position in the reordered sequence where there is the junction of " 1 " and " 0 ." If there are only " 1 "s or " 0 "s, we can manage the sequence by padding fixed one bit " 1 " at the top and one bit " 0 " at the bottom of the reordered sequence to make sure that 0,1 -junction always exits. Second, the reordered sequence has the same total number of " 1 "s and " 0 "s as the original sequence (the inputs of two sorting networks). Although the padded " 1 " would influence the total number of " 1 " $s$ in the padded sequence, it is fixed, so we ignore it while counting.


Fig.4Three- and four-way sorting networks.


Fig.5Two-input binary sorter
we give an input example: sequence $[0,1,1,1]$ represents the input of four-way sorting network ( 4 SN ), and sequence $[0,1,1]$ represents the input of three-way sorting network (3 SN). For both 4 SN and 3 SN , the input sequences are reordered in the form of the larger number at the top and the smaller number at the bottom after three layers of sorter.

## ONE-HOT CODE GENERATION



Fig. 6 Definition of a sequence.


Fig. 7One-hot code generation circuit.

1) Asymmetric Prereorder: Both three- and four-way sorting networks require three layers of binary sorter (the two binary sorters on the same layer in fourway sorting network can be calculated in parallel). Each layer of binary sorters consumes one basic two-input logical gate layer, as shown in Fig. 3. This means that the time consumed by the three- and four-way sorting networks is almost the same. Based on this, we divide the seven inputs of a $(7,3)$ counter into two parts. One part contains 4 bits, while the other contains 3 bits.
2) Find 0,1-Junction and One-Hot Code Sequence: The 0,1 -junction can solely represent the reordered sequence under the promise of the extended fixed " 0 " and " 1 ." Notice that the position of the 0,1 -junction must be 1,0 from left to right. Therefore, we still utilize the fourway sorting network as an example, and then, This structure uses a Boolean expression (AB) to obtain a new sequence P0-P4. Because there is one and only one 0,1 -junction in the
reordered and extended sequence, there is one and only one " 1 " in sequence $\mathrm{P} 0-\mathrm{P} 4$. This means that sequence $\mathrm{P} 0-\mathrm{P} 4$ is one-hot code that satisfies (" |" represents

Truth Table of $(7,3)$ COUNTER OUTPUTS

| Num | $C_{2}$ | $C_{1}$ | $S$ | Num | $C_{2}$ | $C_{1}$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 4 | 1 | 0 | 0 |
| 1 | 0 | 0 | 1 | 5 | 1 | 0 | 1 |
| 2 | 0 | 1 | 0 | 6 | 1 | 1 | 0 |
| 3 | 0 | 1 | 1 | 7 | 1 | 1 | 1 |

"OR" and " $k$ " represents "AND") P0|P1|P2|P3|P4=1. (1) If the sequence elements (P0-P4) are randomly divided into two groups, such as $\mathrm{P} 0, \mathrm{P} 2$, and P 4 as group 1 and P 1 and P 3 as group 2, then, because of one and only one " 1 " in the sequence, we have $\mathrm{P} 0|\mathrm{P} 2| \mathrm{P} 4=\mathrm{P} 3 \mid \mathrm{P} 4$. (2) All results of random separation satisfy this rule. We also apply the same method on the three-way sorting network's output sequence and get the one-hot code sequence $\mathrm{Q} 0-\mathrm{Q} 3$. This sequence also satisfies the rule above.
we have two sequences P and $\mathrm{Q} . \mathrm{P} 0=1$ means that there is no " 1 " in the input sequence of four-way sorting network, $\mathrm{P} 1=1$ represents one " 1 " in it, and $\mathrm{Pi}=1$ represents i " 1 "s in it and so is the sequence Q . Here are some symbol conventions. The outputs of $(7,3)$ counter are denoted as $\mathrm{C} 2, \mathrm{C} 1$, and S , and C 2 has the most significant weight, while $S$ has the lowest weight. Table I shows the total numbers of " 1 "s ("Num" column in the table) in the input 7 bits corresponding to outputs, i.e., $\mathrm{Num}=22 \mathrm{C} 2+21 \mathrm{C} 1+20 \mathrm{~S}$. The sequence output from four-way sorting network is denoted as sequence H , including $\mathrm{H} 1-\mathrm{H} 4$ from left to right in Fig. 4. The sequence output from three-way sorting network is denoted as sequence I, including I1-I3 from left to right. According to Table I , we know that at least four " 1 "s are in the input sequence of the $(7,3)$ counter when $\mathrm{C} 2=1$. As discussed before, $\mathrm{P} 4=1$ means that four " 1 "s are in sequence H (also in the input sequence of 4 SN because sorting network has no effect on total number of " 1 " s ), and $\mathrm{Q} 0=1$ means that no " 1 " is in sequence I . Thus, $\mathrm{P} 4 \& \mathrm{Q} 0=1$ means that there are totally $4+0=4$ " 1 "s in the input 7 bits. As a result of this type of representation, C 2 is equal to 1 when the summation of subscripts of P and Q is no less than 4 . In this way, C 2 can be expressed as

$$
\begin{align*}
C_{2}=\left(P_{4} \&\left(Q_{0}\left|Q_{1}\right| Q_{2} \mid Q_{3}\right)\right) \mid & \left(P_{3} \&\left(Q_{1}\left|Q_{2}\right| Q_{3}\right)\right) \mid \\
& \left(P_{2} \&\left(Q_{2} \mid Q_{3}\right)\right) \mid\left(P_{1} \& Q_{3}\right) . \tag{3}
\end{align*}
$$

Notice that the sequence Q , with the same method in (2), satisfies

$$
\begin{align*}
Q_{0}\left|Q_{1}\right| Q_{2} \mid Q_{3} & =1  \tag{4}\\
Q_{1}\left|Q_{2}\right| Q_{3} & =\overline{Q_{0}} \tag{5}
\end{align*}
$$



Fig. 8 C 1 generating circuit.

## HIGHER COMPRESSION RATIO COUNTERS:

CONSTRUCT $(15,4)$ COUNTER


Fig. 9 Overall $(15,4)$ counter circuit


Fig10 Eight-way sorting network.

Seven- and Eight-Way Sorting Networks: Fig. shows an eight-way sorting network [14]. This sorting network consumes six layers of basic logic gates to output the result. Removing one bit from the eight-way sorting network can obtain a seven-way sorting network that also consumes six layers of basic logic gates.

$$
\begin{aligned}
Q_{0}\left|Q_{2}\right| Q_{4} \mid Q_{6}= & \overline{Q_{1}\left|Q_{3}\right| Q_{5} \mid Q_{7}} \\
P_{0}\left|P_{2}\right| P_{4}\left|P_{6}\right| P_{8}= & \overline{P_{1}\left|P_{3}\right| P_{4}\left|P_{5}\right| P_{7}} \\
I_{i}= & I_{i} \mid I_{i+j}, \\
& (i=0,1, \ldots, 6,7 ; j \geq 0 ; i+j \leq 8)
\end{aligned}
$$

TRUTH TABLE OF $(15,4)$ COUNTER OUTPUT
Truth Table of $(15,4)$ Counter Outputs

| Num | $C_{3}$ | $C_{2}$ | $C_{1}$ | $S$ | Num | $C_{3}$ | $C_{2}$ | $C_{1}$ | $S$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 8 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 1 | 9 | 1 | 0 | 0 | 1 |
| 2 | 0 | 0 | 1 | 0 | 10 | 1 | 0 | 1 | 0 |
| 3 | 0 | 0 | 1 | 1 | 11 | 1 | 0 | 1 | 1 |
| 4 | 0 | 1 | 0 | 0 | 12 | 1 | 1 | 0 | 0 |
| 5 | 0 | 1 | 0 | 1 | 13 | 1 | 1 | 0 | 1 |
| 6 | 0 | 1 | 1 | 0 | 14 | 1 | 1 | 1 | 0 |
| 7 | 0 | 1 | 1 | 1 | 15 | 1 | 1 | 1 | 1 |

## PROPOSED TECHNIQUE:

BITONIC SORTING: Bitonic sort is one of the fastest sorting networks. A sorting network is a special kind of sorting algorithm, where the sequence of comparisons is not data-dependent.


Fig. 11 An increasing 8-input bitonic merging unit

Each box performs the same operation as a blue box, but with the sort in the opposite direction. So, each green box could be replaced by a blue box followed by a crossover where all the wires move to the opposite position. This would allow all the arrows to point the same direction, but would prevent the horizontal lines from being straight. However, a similar crossover could be placed to the right of the bottom half of the outputs from any red block, and the sort would still work correctly, because the reverse of a bitonic sequence is still bitonic. If a red box then has a crossover before and after it, it can be rearranged internally so the two crossovers cancel, so the wires become straight again. Therefore, the following diagram is equivalent to the one above, where each green box has become a blue plus a crossover, and each orange box is a red box that absorbed two such crossovers.

## RESULTS:



Fig: 12 Existing simulation output


Fig: 13 Proposed simulation output

CONCLUSION AND FUTURE SCOPE: In this paper, a plan strategy for region viable and speed effective counter is planned and reproduced. A twofold counter in view of a novel symmetric piece Aggregate and convey computation approach is proposed. In this process, a new counter design method based on a sorting network is proposed, and we construct $(7,3),(15,4)$ counters based on this biotonic sorting method. Proposed counters are more flexible than existing designs because it achieves less delay when the speed is critical and performs in better in ADP.
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