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Abstract: Meteorological situations have a robust impact on air quality and may play an critical position in air quality 

prediction. Air pollution is a major environmental concern affecting human health and climate change. Accurate air quality 

prediction is crucial for the implementation of effective pollution mitigation strategies. However, air quality prediction is 

challenging due to the complex relationship between meteorological conditions and air quality. To address the above problem, 

in this paper, we reveal the influence of weather conditions on air quality prediction by utilizing explainable deep learning. In 

this paper the information from air pollutant datasets, consisting of PM 2.5, and the meteorological situation datasets 

measuring the Temperature, humidity, and atmospheric pressure are obtained; the Long Short- Term Memory (LSTM) and 

Gated Recurrent Unit (GRU) fashions are set up for air quality prediction; the Shapley Additive exPlanation (SHAP) method 

is employed to analyze the explainability of the air quality prediction models. We discover that the prediction accuracy isn't 

progressed with only meteorological conditions. When combining meteorological situations with different air pollutants, the 

prediction accuracy is better than thinking about different air pollutants. In addition, the biggest contribution to air fine 

prediction is atmospheric pressure, humidity and temperature. The purpose for the unique accuracies of the prediction 

can also additionally due to the interplay among meteorological situations and different air pollutants. 

 

Index Terms : Explainable deep learning , air quality prediction , meteorological condition , long short-term memory (LSTM) 

, gate recurrent unit (GRU) 

 

1. INTRODUCTION 

 

The continuous acceleration of global urbanization and industrialization has brought environmental problems. One of the 

serious environmental problems is air quality induced by the development of urbanization and industrialization. Due to the 

needs of transportation, production, and life, energy production and consumption processes, such as power plants, factories, 

and automobile exhaust emissions have ultimately led to the continuous deterioration of global air quality. Air pollution can 

cause various respiratory diseases and may even lead to the occurrence of cancer, which seriously threatens people’s lives and 

health. The main air pollutants include PM2.5, PM10, and SO2, etc. Among them, PM2.5 is a fine particle with a diameter 

smaller than 2.5 microns. Compared with larger particulate pollutants, PM2.5 particles are more active, meaning that they can 

easily carry substances that affect human health and the environment, as well as remain in the air for a long time and spread 

quickly. PM2.5 is one of the most important sources of air pollution. Due to its small particle size, it can enter the nasal cavity 

and throat of the human body, and then easily cause asthma, bronchial or cardiovascular diseases. Air pollution poses a great 

threat to people’s health. Being in an environment with severe air pollution for a long time may cause various respiratory 
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diseases and even decreased cardiopulmonary function problems. The incidence of various diseases will dramatically 

increase, which will overdraft people’s health, affect people’s living and happiness indices, and increase mortality. Air 

pollution also damages the ecosystem, affects its diversity and stability, and harms the environment. 

 

Frequent air pollution incidents not only cause serious harm to human health but also cause huge economic losses and many 

social problems. Therefore, based on air pollution parameters, timely scientific analysis, accurate prediction of air quality and 

effective protection and treatment can help relevant departments and related groups take preventive measures in advance, as 

well as more reasonably arrange travel. People’s health could be ensured, and the occurrence of diseases could be prevented. 

 

 

Fig 1 Example Figure 

 

In addition, the prediction of air quality can also provide reliable information for the prevention and control of air pollution. 

Through further understanding of the influencing factors and changing trends of air pollutants, effective evaluation and 

prediction of air quality changes are helpful for the control and prevention of air pollution, which would then enable 

the environment and human health to be better protected. Air quality prediction is also conducive to relevant departments to 

understand the air quality status, and thus, a valuable theoretical basis can be provided for it. In addition, air pollution 

prevention and control policies can be formulated according to specific conditions. It also provides constructive opinions and 

suggestions for decision-makers to take more economical and efficient measures to improve air quality in the future. 

 

2. LITERATURE SURVEY 

 

P. Kumar [3] proposed that growing populations in cities are associated with a major increase in road vehicles and air 

pollution. The common excessive ranges of city air pollutants had been proven to be of a tremendous danger to town dwellers. 

However, the effects of very excessive however temporally and spatially limited pollution, and as a consequence exposure, 

are nonetheless poorly understood. Conventional methods to air best tracking are primarily based totally on networks of static 

and sparse dimension stations. However, those are prohibitively high priced to seize tempo-spatial heterogeneity and discover 

pollutants hotspots, that's required for the improvement of strong real-time techniques for publicity control. Current 

development in growing low-price micro-scale sensing era is substantially converting the traditional technique to permit real-

time statistics in a capillary form. But the query stays whether or not there's fee withinside the much less correct information 

they generate. 

 

E. D. Schraufnagel [4] studied Air pollution poses a great environmental risk to health. Outdoor exceptional particulate 

count (particulate count with an aerodynamic diameter < 2.5 μm) publicity is the 5th main hazard issue for loss of life 
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withinside the world, accounting for 4.2 million deaths and > 103 million disability-adjusted lifestyles years misplaced in 

keeping with the Global Burden of Disease Report. Air pollutants can damage acutely, normally manifested through breathing 

or cardiac symptoms, in addition to chronically, probably affecting each organ withinside the body. It can cause, complicate, 

or exacerbate many unfavorable fitness conditions. Tissue harm might also additionally end result immediately from pollutant 

toxicity due to the fact high-quality and ultrafine debris can benefit get right of entry to organs, or not directly thru systemic 

inflammatory processes. 

 

Y.-F. Xing [5] proposed many researchers paid more attentions to the association between air pollution and respiratory 

system disease. In the beyond few years, ranges of smog have elevated during China resulting withinside the deterioration of 

air quality, elevating international concerns. PM2.5 (debris much less than 2. 5 micrometers in diameter) can penetrate deeply 

into the lung, aggravate and corrode the alveolar wall, and therefore impair lung function. Hence it's miles crucial to research 

the effect of PM2.5 at the respiration device after which to assist China fight the contemporary air pollutants problems. 

 

X. Qi [8] studied that the air pollution caused by PM2.5, PM10, and O3 is an emerging problem that threatens public health, 

especially in China’s megacities. Meteorological elements have enormous affects at the dilution and diffusion of air pollution 

which similarly have an effect on the distribution and attention of pollution. In this paper, we examine the relationships 

among air pollutant concentrations and meteorological situations in Beijing from January 2017 to January 2018. We observe 

that: the influence of a single meteorological factor on the concentration of pollutants is limited; the temperature-wind 

velocity aggregate, temperature-strain aggregate, and humidity-wind velocity aggregate are incredibly correlated with the 

awareness of pollutants, indicating that a variety of meteorological factors combine to affect the concentration of pollutants; 

and different meteorological factors have different effects on the concentration of the same pollutant, while the same 

meteorological conditions have different effects on the concentration of different pollutants. Our findings can help in 

predicting the air great in keeping with meteorological situations even as similarly enhancing the city control performance. 

 

S. Al-Janabi [9] studied detection and treatment of increasing air pollution due to Technological trends constitute a number of 

the maximum crucial demanding situations going through the sector today. Indeed, there was a sizable growth in stages of 

environmental pollutants in latest years. The aim of the work presented herein is to design an intelligent predictor for the 

concentrations of Air pollution over the subsequent 2 days primarily based totally on deep getting to know strategies the use 

of a recurrent neural network (RNN). The pleasant shape for its operation is then decided the use of a particle swarm 

optimization (PSO) algorithm. The new predictor primarily based totally on clever computation counting on unsupervised 

learning, i.e., long short-term memory (LSTM) and optimization (i.e., PSO), is known as the clever air excellent prediction 

model (SAQPM). Thereafter, the dataset is cut up into education and checking out elements primarily based totally on the 10 

cross-validation principle. 

3. METHODOLOGY 

 

However, currently, while several deep learning models utilize meteorological conditions for air quality prediction, 

meteorological conditions are only used as input data, and there is little research work on the influence of meteorological 

conditions on air quality prediction. In this case, the influence of meteorological conditions on air quality prediction in deep 
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learning models is not yet well understood, such as how it affects air quality prediction. This is because the deep learning 

model has the common "black box" nature, i.e., the weak explainability. Although it is possible to combine meteorological 

condition data with air quality data, and then use the deep learning model’s powerful fitting advantage for complex data 

relationships to predict air quality. There are still many difficulties in analyzing the influence of meteorological condition data 

on air quality prediction and their correlations. 

 

Drawbacks: 

 

1. However, due to the "black-box" nature of deep learning, it is difficult to obtain trustworthy deep learning models 

when considering meteorological conditions in air quality prediction. 

2. the influence of meteorological conditions on air quality prediction in deep learning models is not yet well 

understood, such as how it affects air quality prediction. 

 

To address the above problems, in this paper, we reveal the impact of meteorological conditions on air quality prediction 

using explainable deep learning and explain how meteorological conditions affect air quality prediction accordingly. By 

revealing the influence  of  meteorological  conditions  on  the prediction of air quality, the accuracy is further improved. 

Deep learning models for air quality prediction with higher accuracy and credibility can be obtained. Thus, it can be better 

applied in practice. This can help people plan their travel arrangements reasonably and take corresponding preventive 

measures on time to protect their health. Through the advanced understanding of the air quality status, corresponding 

prevention and control measures are adopted to realize timely and effective management. 

Benefits: 

 

1. Deep learning models for air quality prediction with higher accuracy and credibility can be obtained 

2. This can help people plan their travel arrangements reasonably and take corresponding preventive measures on 

time to protect their health. 

 

Modules: 

 

 Data exploration: using this module we will load data into system 

 

 Processing: Using the module we will read data for processing 

 

 Splitting data into train & test: using this module data will be divided into train & test 

 

 Model generation: Building the model – LSTM, RNN, GRU, CNN+LSTM, CNN+GRU, ARIMA, RANDOM 

FOREST, 

KNN-SHAP, MLP and voting classifier. Algorithms accuracy calculated 

 

 Prediction: final predicted displayed 
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Algorithms: 

4. IMPLEMENTATION 

differencing to convert a non-stationary time series into a stationary one, and then predict future values from historical data. 

LSTM: LSTM stands for long short-term memory networks, used in the field of Deep Learning. It is a whole lot of recurrent 

neural networks (RNNs) which are able to mastering long-time period dependencies, mainly in series prediction problems. 

 

RNN: Recurrent neural networks (RNNs) are the state of the art algorithm for sequential data. It is the primary set of rules that 

recollects its input, because of an internal memory, which makes it ideally suited for system getting to know issues that 

contain sequential data. 

 

GRU: Gated recurrent units (GRUs) are a gating mechanism in recurrent neural networks. The GRU is like a protracted 

short-time period memory (LSTM) with a overlook gate, however has fewer parameters than LSTM, because it lacks an 

output gate. 

 

CNN+LSTM: Long Short-Term Memory(LSTM) and Convolutional Neural Network(CNN).LSTM can efficiently keep the 

traits of historic data in lengthy textual content sequences, and extract nearby capabilities of textual content through the usage 

of the shape of CNN. 

 

CNN+GRU: CNN is used for feature extraction, while GRU is used as a fully connected layer. Since COVID- 19 is a novel 

disease there is limited data publicly available for experiments. The data set used for this study is obtained from two different 

sources. 

 

ARIMA: ARIMA models are generally denoted as ARIMA (p,d,q) where p is the order of autoregressive model, d is the 

degree of differencing, and q is the order of moving-average model. ARIMA models use 

RANDOM FOREST: A Random Forest Algorithm is a supervised machine learning algorithm which is extremely popular 

and is used for Classification and Regression problems in Machine Learning. 

 

KNN-SHAP: SHAP is a mathematical method to explain the predictions of machine learning models. It is based on the 

concepts of game theory and can be used to explain the predictions of any machine learning model by calculating the 

contribution of each feature to the prediction. 

 

MLP: MLPClassifier stands for Multi-layer Perceptron classifier which in the name itself connects to a Neural Network. 

Unlike other classification algorithms such as Support Vectors or Naive Bayes, MLPClassifier relies on an underlying Neural 

Network to perform the task of classification. 

 

Voting classifier: A voting classifier is a machine learning estimator that trains various base models or estimators and 

predicts on the basis of aggregating the findings of each base estimator. The aggregating criteria can be combined decision of 

voting for each estimator output. 

 

5. EXPERIMENTAL RESULTS 
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Fig 2 Home page 
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Fig 4 Login page 

 

Fig 5 Main page 

 

 

 

 

 

 

 

 

Fig 6 Upload input values 
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Fig 7 Prediction result 

 

6. CONCLUSION AND FUTURE SCOPE 

 

In this paper, the essential idea is to interpret the established air quality prediction models and analyze the influence of 

meteorological conditions on air quality prediction. The results showed that whether only considering meteorological 

conditions or combining meteorological conditions and other air pollutants for PM2.5 prediction, in both the LSTM and GRU 

models, the meteorological conditions have a high contribution and importance to air quality prediction, meaning that they are 

all in the top in terms of contribution. The largest contribution to air quality prediction is made by atmospheric pressure, the 

second by humidity, and the third by temperature. When meteorological conditions are considered in combination with other 

air pollutants, the high contribution of meteorological conditions to the prediction facilitates the prediction of air quality and 

leads to better results. This facilitates the in-depth analysis and understanding of the deep learning models for air quality 

prediction and improves the trustworthiness of the deep learning models. In the future, we plan to build deep learning models 

with higher accuracy and trustworthiness for air quality prediction, which can be applied to realistic air quality prediction. 
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