
Juni Khyat                                                                                                                 ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                                     Vol-13, Issue-06, June 2023 

Page | 120                                                                                                    Copyright @ 2023 Author 

PRODUCT RATING USING SENTIMENTAL ANALYSIS 

 

Apsara Kanya Student, M.Tech (CS), School of Information Technology, JNTU Hyderabad, 

Hyderabad, India 

N.Naveen Kumar Professor of CS, School of Information Technology, JNTU Hyderabad, Hyderabad, 

India 

 

ABSTRACT: To extract and analyze opinions 

from online reviews is an important and 

challenging task in opinion mining. In most 

cases, customers expect to find fine grained 

sentiments about an aspect or feature of a 

product that is reviewed. For example, Readers 

expect to know that the reviewer expresses a 

positive opinion of the phone’s screen and a 

negative opinion of the screen’s resolution, not 

just the reviewer’s overall sentiment. To fulfill this 

aim, our project considers both opinion targets 

and opinion words must be detected. And to 

extract opinion targets by using partially 

supervised word alignment model (PSWAM). At 

first, we apply PSWAM in monolingual scenario 

to mine opinion relations in sentences and 

estimate the associations between words. 

 

Compared with exiting syntax-based methods, 

PSWAM can effectively avoid parsing errors 

when dealing with informal sentences in online 

review. Moreover, when estimating candidate 

confidence; we make penalties on higher degree 

vertices in our graph based algorithm in order to 

decrease the probability of the random walk 

running into the unrelated regions. 

 

1. INTRODUCTION 

 

Sentiment-analysis is a sort of ‘NLP” used to 

monitor public ‘sentiment’ toward a certain good 

or subject. “Sentiment-analysis”, often known as 

opinion mining, is creating a system to gather 

information about a product from blog posts, 

comments, reviews, or tweets. There are several 

ways that sentiment analysis is beneficial. For 

instance, it aids in appraising the effectiveness 

of a marketing campaign or the debut of a new 

product, identifying the most popular variations 

of a good or service, and even pinpointing the 

demographics who favor or disapprove of 

specific characteristics. 

 

2. LITERATURE SURVEY: 

 

The phase of the “software development” 

process that is most crucial is the literature 

review. The time factor, economics, and 

corporate strength must all be assessed prior to 

the tool's develop-ment. Once these 

requirements have been met, the next 10 stages 

are to choose the operating system and 

“language” that may be utilized to construct the 

tool. Once the programmers begin creating the 

tool, they require a lot of outside assistance. 

Senior programmers, books, and websites are 

good sources of this help. The aforementioned 

factors were taken into account before the 

system was built in order to create the suggested 

system. An important factor in raising the 

standard of services provided and enhancing 

deliverable’s is user feedback. A strong grasp of 

is provided via blogs, review sites, statistics, and 

microblogs. 

 

2.1 BLOGS 

Blogging and blog pages are expanding quickly 

as internet usage rises. The most common 

platform for expressing one's own thoughts is 

now a blog. Bloggers keep a diary of their 

everyday activities and post their thoughts, 

sentiments, and emotions on blogs (Chau&Xu, 
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2007). Any user's choice to buy anything can be 

influenced by the opinion’s of other users. On the 

Internet, there is a significant and expanding 

collection of user reviews. 6 The majority of the 

time, thoughts stated in a very unstructured 

manner serve as the basis for product or service 

reviews. 

 

2.2 DATASET 

 

Most of the work in the field uses movie reviews 

data for “classification”. Movie 

(http://www.cs.cornell.edu/People/pabo/movie-

review-data). Other dataset which is available 

online is (MDS) dataset. (http:// 

www.cs.jhu.edu/mdredze/datasets/sentiment). 

The MDS dataset contains four different types of 

product reviews extracted from Amazon.com 

including Books, DVDs, Electronics and Kitchen 

appliances, with 

1000http://www.cs.uic.edu/liub/FBS/CustomerR

eviewData.zip. This dataset consists of reviews 

of five electronics products downloaded from 

Amazon and Cnet (Hu and Liu ,2006; Konig& 

Brill ,2006 ; Long Sheng ,2011; Zhu Jian ,2010 ; 

Pang and Lee ,2004; Bai et al. ,2005; Kennedy 

and Inkpen ,2006; Zhou and Chaovalit ,2008; 

Yulan He 2010; Rudy Prabowo ,2009; Rui Xia 

,2011) 

 

2.3 MICRO-BLOGGING 

Twitter is a popular “micro-blogging” service 

where users create status messages called 

"tweets". These tweets sometimes express 

opinions about different topics. Twitter 

messages are also used as data source for 

classifying sentiment. 

 

2.4 MACHINE LEARNING 

The multiple linear regression model that works 

best for “sentiment analysis” is supervised 

classification, specifically text classification 

methods. As a result, it is known as "supervised 

learning." 7 Vapnik proposed the support vector 

machine as a statistical feature selection 

method. The SVM finds a decision surface to 

divide the training data points into two classes 

and bases presumptions on the support vectors 

that are chosen as the only useful components 

in the training set, in comply with the structural 

risk minimization principle from computational 

learning theory. The optimal machine learning 

approach for “sentiment” typology has been 

constrained by a variety of correlations in 

addition to the individual use of the 

aforementioned machine_learning techniques. 

An empirical investigation of the “classification” 

of sentiment’s in Chinese documents is offered 

by Songbo Tan (2008). On a Chinese emotion 

corpus, he examined five learning approaches 

(centroid classifier, K-nearest neighbour, 

winnow classifier, Naive Bayes, and SVM) and 

four feature selection methods (MI, IG, CHI, and 

DF). He portrays the idea that SVM reveals the 

greatest performance for emotion classification, 

and that IG performs best for picking sentimental 

terms. Ye et al. (2009) discovered that “SVM” 

performs better than the other two classifiers 

when they used “SVM”, naive Bayes, and n-

gram model on the destination reviews. The Rule 

Based Classifier (RBC), given a training set, 

deployed a rule generator to create a set of rules 

and a gallery of antecedents to represent the test 

sample, and then used the rule set achieved 

from the training set to classify the test sample. 

The General Inquirer Based Classifier (GIBC), 

which used the 3672 simple rules to determine 

the consequents of the antecedents, was given 

the associated antecedents by the RBC if the 

test sample could not be classified by the 

Statistic Based Classifier (SBC).If the three 

classifiers were unable to distinguish the same, 

the Support vector machine (SVM) was given a 

training set to classify the test sample. 
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3. SYSTEM DESIGN: 

 

3.1 ARCHITECTURE DIAGRAM  

 

 
4. RESULTS 

 

4.1 HOME PAGE 

 

 

4.2 INDIVIDUAL PRODUCT DISPLAYED 

 

 

4.3 NEGATIVE COMMENT 

 

4.4 INCREMENT IN NEGATIVE COUNT 

 

 

6.CONCLUSION 

 

The significance of computer-aided opinion 

analysis solution’s cannot be overstated. 

Individual customers manually use regular 

search engine’s to look up opinions online. For 

businesses interested in large-scale, automatic 

opinion seeking and processing, the time 

requirements of manual searching make this 

option unattractive. The choosing of the best 

alternative may be challenging due to the large 

number of automated text data_analysis. 

According to literature reviews and the authors' 

own experience, the following elements have an 

impact on the “methodologies” and “instruments” 

utilized for opinion mining. 
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