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Abstract:  
Phishing attacks is a digital attack where fraudsters use false websites in order to trick users into 

giving important information, create a serious threat in the digital age. Anti-phishing strategies and 

technologies still exist, but these attacks are still always a worry. We have employed an enhanced 

multi-layered stacked ensemble learning model which   performs EDA, Class balancing and outlier 

removal, Feature selection and finally uses multiple machine learning algorithms at different layers. 

The predictions from the algorithms in one layer are used as input in the next layer. Implementing 

this process can improve overall performance of the model. The model we used has detected the 

URLs of different websites with best accuracy. Additionally, it performed better than baseline 

models, showing significant improvements in accuracy and F-score metrics.  
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I.INTRODUCTION 

In order to fight cyber criminals and safeguard internet users, it is crucial to find phishing websites. 

Building strong barriers is essential because phishing attacks focus on innocent people by copying 

reputable websites. In this study, we provide an innovative strategy to address this problem by using 

an   advanced machine learning algorithms and feature selection techniques.   By selecting the 

essential features from the provided datasets, we try to enhance the performance of our model. 

 

In [13] the authors have used a Multi-layer stacked ensemble learning model we are going to 

enhance it. 

 

To do this, we will explore different feature selection techniques and examine how well they are able 

to isolate important features for phishing website identification. In order to further increase the 

precision and predictive strength of our model, we will look into the combination of feature selection 

techniques. We expect to increase   the accuracy of detection and decrease the errors by combining 

these strategies. 

 

By creating a powerful and accurate model for phishing website detection, our study intends to advance 

cyber security. The suggested approach improves the precision of present methods and offer valuable 

data for upcoming research projects. We work to improve online security and protect consumers from 

falling prey to these criminal practices by dealing with the problems brought on by phishing attacks. 
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II.LITERATURE SURVEY 

Shatha Ghareeb et al [1] focused on finding the proper set of characteristics by using pre- processing 

techniques to the dataset. The behavior of each model's phishing detection accuracy in relation to 

each feature selection method is also examined in this study. A classification methodology is put out 

that determines whether a website is real or a phishing site. Logistic Regression, Random Forest, and 

an ensemble model comprising LR, RF, and XGBoost classifiers are used for this work. 

 

Kishwar Sadaf et al [2] has evaluated the XGBoost and Catboost tree-based ensemble classifiers. 

Without hyper-parameter adjustment in this work, XGBoost and Catboost showed notable 

performance. Better results are produced when parameters are properly set to take full use of these 

classifiers. Both classifiers outperformed traditional classifiers in terms of performance. They 

noticed that XGBoost outperformed    Catboost by a small margin. 

 

Rabab Alayham Abbas Helmi et al [3] has utilized Agile Unified Process (AUP). Scott Ambler 

developed a well-liked methodology referred to as a hybrid modeling technique. AUP is the 

combination of Rational Unified Process (RUP) and Agile Methods (AM). AUP will consist of the 

following four steps: Inception, Elaboration, Construction, and Transition. 

 

Somil Tyagi et al [4] the authors have employed a client-side framework in the form of a browser 

plugin that is suitable for all kinds of contemporary issues. The author has created a dataset using a   

model and an algorithm that gathers the features mostly used to find out phishing websites. For the 

execution phase, a Chrome extension written in JavaScript was created to collect the URL. For 

backend, a set with features was created and it is supplied to the classifiers for prediction. As a result, 

an   automatic Chrome plug-in has   been created that serves as a one-stop shop for identifying web 

URLs and classifying them as harmful or benign. 

 

Basant Subba et al [5] the author has employed a ensemble-based architecture with three first-level 

classifiers and a meta-level classifier has been used by the author. Their methodology extracts 

distinct features from a given corpus of URLs. 

 

Abdul Karim et al. [6] conducted tests and used machine learning algorithms, like  naive Bayes, 

decision trees, linear regression, etc and a hybrid model combining LR, SVC, and DT with soft and 

hard voting, to achieve the best performance results. The LSD Ensemble model employs algorithms 

for grid search hyper parameter optimization and canopy feature selection with cross-fold validation. 

 

Upendra Shetty DR et al [7] the author has used three ML algorithms Random Forest, LightGBM 

and XGBoost. Out of all, the random forest algorithm has given the best and most accurate results. 

 

P.Chinnasamy et al [8] the authors utilized the Random forest, Support vector machine(SVM) and 

Genetic Algorithm. During their observation, it was noted that a genetic algorithm with a very low 

false positive rate achieved an accuracy of 94.73%. Additionally, it was found that the performance 

improves as the input training data increases. 

 

Swarangi Uplenchwar et al [9] to identify phishing in text messages, the author employed PADSTM 

(phishing attack detection system for text messaging). This work's main contribution is its ability to 

identify phishing utilizing specific text message keywords, URL verification using a blacklist, and 

machine learning approaches. The best phishing attack detection is achieved with the proposed 

PADSTM by comparing the text message content to the blacklist of URLs prior to classification. 

Mohammad Nazmul et al. [1 0], the author has used a machine learning-based method to detect 

phishing attacks. Several strategies were used to recognize phishing attacks. To analyze and choose 
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datasets for classification and detection purposes, two well-known machine learning approaches, 

decision trees and random forests, were used. The components of the datasets were identified and 

categorized using principal component analysis (PCA). Decision trees (DT) and random forest (RF) 

approaches were used to classify websites. After that, a confusion matrix was created to evaluate 

how well these algorithms performed. Due to its capacity to address overfitting issues and lower 

variance, random forest was chosen over choice trees. The random forest model's accuracy rate was 

97%. 

 

III. METHODOLOGY 

A. Phishing Data: 

The dataset utilized in this study was obtained from Mendely [12] and consists of approximately 

58,000 samples of phishing and legitimate data, with 111 features. Each URL within the dataset is 

segmented into a set of features indicating the legitimacy of the corresponding website. In the target 

variable, phishing samples are represented by 1, while legitimate samples are denoted by 0. This 

dataset is suitable for training machine learning algorithms and has a size of approximately 15MB. 

 

B. Exploratory Data Analysis (EDA): 

In this study, the exploratory data analysis (EDA) was done to understand more about details of the 

dataset. Initially commencing, the EDA process, we examined the dataset for general understanding. 

We examined the head of the dataset by using df.head( ) method from pandas to observe a few initial 

rows to view the format and         data structure. 

 

By using various python modules and methods the dataset's dimensions are known to us, as shown in 

fig-1 dataset consists of 112 rows and nearly 58000 samples. We next looked at the characteristics 

along with their data types to further understand the parameters. By examining the data categories, 

such as numerical, categorical, or textual, we got  to learn more about the various kinds of 

information present in the dataset. For use in further evaluation, we created summary statistics of the 

dataset. Include statistics like the mean, median, standard deviation, and quartiles for each feature. 

These statistics gave useful details about the main patterns, range, and distribution of data.  

 

To identify the connections and patterns present in the dataset we produced a heat-map using the 

seaborn module of python. Using the heat-map we can find out how the different variables are 

correlated with each other, and dropped few highly correlated features which highlighted potential 

dependencies and connections. 

 

 
 

Figure-1: A look into the dataset using df.head() 
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Figure-2: Statistical details of the dataset 

 

 
 

Figure-3: Heat map of dataset 

 

We also checked for any missing data to verify that the dataset contained precise and full 

information. Along with that We did a duplicate check, locating and managing any duplicate records 

to protect data integrity. 

 

Finally, we looked into the existence of outliers as part of the EDA procedure. By employing 

statistical methods (Using quartile ranges) and visualization tools, outliers were located and handled 

independently. Outliers were handled properly to make sure they did not unreasonably influence later 

studies 
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Figure-4: outliers present in few rows of dataset 

 

 
 

Figure-5: After handling the outliers 

 

C. Class Balancing 

The class balancing process is essential to make predictions unbiasedly [11]. When there is a class 

imbalance in any important feature, and if the number of samples in the various classes vary in 

considerable numbers, then the model performance may be skewed. In this work, we     used the        

Synthetic Minority Over-sampling Technique (SMOTE) to evaluate the distribution of classes in our 

target variable and address any difficulties with class imbalance. 

 

To understand the level of imbalance among the majority and minority classes we  initially displayed 

the class distribution of the dataset using a bar graph. As we can observe from fig-6 there are around 

30000 samples of class-1 and 28000 samples of class-0 in our target variable it means there is a bias 

in the target variable. 



Juni Khyat                                                                                                         ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                      Vol-13, Issue-12, December 2023  

Page | 82                                                                                              Copyright @ 2023 Author 

 
 

Figure-6: Data distribution of each class 

 
 

Figure-7: After applying the SMOTE algorithm 

 

After applying the SMOTE we can observe that there is a proper split in the minority and 

majority classes through bar graph. For handling this issue, we used the SMOTE algorithm, which 

creates the artificial data samples for the minority class i.e. class-0, producing a more balanced 

dataset, fig-10 represents the same. 

 

D. Feature Selection 

This process helps us to select the most important and unique features, it helps in different ways by 

eliminating noise, reduce dimensionality, and focus on the most relevant aspects of the data. This 

process not only improves computational efficiency but also enhances the generalization capability 

of the model by eliminating irrelevant or redundant features. 

 

In this study, we utilized various feature selection techniques to identify the informative features for 

our analysis. The chosen methods included random forest feature importance, L1-based feature 

selection, and correlation coefficient and PCA. 

 

And by using those 68 features we created dataset. This refined dataset makes sure that we mostly 

focus on important features, which reduces noise and enhances the efficiency of our model. 

 

Table-1: After feature selection 
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IV. Enhanced Multi-Layer Stacked Ensemble Model 

 

 
 

Figure-8: The Overall architecture of the Enhanced Multilayer Stacked Ensemble learning model 

 

Three-layer architecture is used in the Enhanced multi-layer stacked ensemble learning model for 

phishing detection. In the layer-1, 5 different machine learning algorithms are used which include 

MLP classifier, Decision Tree, Histogram Gradient boosting, cat boost and Light-gradient boosting 

to train our dataset. We assess each algorithm using various performance metrics such as accuracy, 

precision, recall, and F1-score. 

 

 
 

Table-2: Performance metrics of layer 1 

Feature selections techniques 
Selected features 

PCA 33 

Random forest feature importance 
38 

L1 based feature selection 54 

Correlation coefficient 94 

Repeated features 67 
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Table-3: Performance metrics of layer 2 

 

Similarly in layer-2 we used three distinct machine learning algorithms they are Random Forest, 

Gradient boost and CNN. We feed the predictions made by the 

 

 previous layer as input to the present layer   and train the algorithms using that predictions data. And 

as used in the previous layer.  We assess each   algorithm by using various performance metrics like 

accuracy, precision, recall, and F1-score. 

 

Finally in layer-3 which is also called as meta layer, we use XGBoost, predictions of the previous 

layer are used to train the algorithm. The performance of the meta layer is considered as the 

performance of the model. 

 

 
 

Table-4: Performance metrics of layer 3    

 

V. Results 
In the phishing detection using enhanced multi-layer stacked ensemble learning model, the final 

predictions are obtained from the meta-model. The meta-model combines the output of the second 

layer models and leverage their collective knowledge to make the ultimate decision on whether a 

website is a phishing attempt or not. 

 

In our study, we indicated the presence for phishing attack as positive (1) and Legitimate as negative 

(0). And also, few others as 

 

a. Number of (N): The total number of cases 

b. Positive (P): The Phishing cases 

c. Negative (N): The legitimate cases 

d. True Positive (TP): The phishing case predicted as phishing 

e. True Negative (TN): The legitimate case predicted as legitimate 

f. False positive (FP): The legitimate case predicted as phishing 

g. False negative (FN): The phishing case predicted as legitimate 
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The metrices can be calculated using the below formulas: 

 

Accuracy   =    
𝑁(𝑇𝑃+𝑇𝑁)

𝑁(𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡)
           (1) 

Precision    =  
𝑁(𝑇𝑃)

𝑁(𝑇𝑃+𝐹𝑃)
                             (2) 

Recall         =  
𝑁(𝑇𝑃)

𝑁(𝑇𝑃+𝐹𝑁)
                            (3) 

F1-Score     =  2* 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (4) 

 

To evaluate the performance of the first two layers and also the final layer for detection, a 

comprehensive assessment using various valuation metrics is conducted. These metrics include 

accuracy, recall, precision, F1-score, and the ROC (Receiver Operating Characteristic) curve and 

also confusion matrix is used.  

 

We can observe the above performance metrics of 3 Layers used in our model from Table-1, Table-

2, Table-3 respectively. As said earlier, we have also used ROC curve and confusion matrix to 

visualize the performance. The Receiver operating curve (ROC Curve) helps us to find the binary 

outcome. It plots based on the true positive and false positive rate as shown in fig-8. 

 

The confusion matrix is a matrix used to assess the performance of a trained machine learning model 

using a dataset. Figure 9 illustrates the confusion matrix, which is generated by evaluating the 

predictions made by the model and assessing the true positives (TP), true negatives (TN), false 

positives (FP), and false negatives (FN). 

 
 

Figure-9: ROC curve of our predictions 
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      Figure-10: Confusion matrix of our model  

 

 
 

Figure-11: Comparison with the existing work 

 

We can analyze our research with earlier works that has used the same dataset.  

 

We took Lakshmana Rao K. Alabarige et al [13] for comparison as existing work. The findings are 

presented in Fig-10. We can observe that our model performed better than the existing work, with 

respectable accuracy, precision, and F1-score values of 97%, 97.10%, and 97.10% respectively. 

 

VI. CONCLUSION 

In our study we have used an enhanced multi-layer stacked ensemble learning model for phishing 

detection, where we have utilized the various methods mentioned in the EDA section for analyzing 

the dataset and partial removal of unwanted data. And then we have addressed the class balancing 

problem which is really necessary for accurate and unbiased predictions. And then we used the 4 

feature selection methods to select the important features and created a new dataset with selected 

features. The new dataset is used to train the different machine learning algorithms in 3 different 

layers. Their performance is measured with various metrics and achieved accuracy, precision, and 

F1-score values of 97%, 97.10%, and 97.10% respectively. The average performance metric is 

97.10%, which is considered very good. And also outperformed the existing work with a decent 

difference. 
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