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Abstract. Training the deep networks on the huge MRI volumes is a 
memory intensive task. This imposes an upper cap on the batchsize as 
well as the number of variations that can be attempted for competitions 
like BraTS 2021 challenge. In this paper, we have proposed an curriculum 
learning based approach which can reduce the training time by almost 
30% without any significant compromise on the performance. In this 
technique, we define a schedule based on the class imbalance for every 
data point before starting to train the deep network. Also, we obtain the 
psuedolabels for the given validation set and retrain the model to improve 
the performance. Our curriculum learning based approach helped us to 
attempt multiple variations within the duration of competition. 
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1 Introduction 

Brain tumor segmentation is one of the most memory intensive task in the field 
of medical imaging due to the huge MRI volume for every data sample. This 
puts an upper limit on the number of samples that can be used in every batch of 
data. In this kind of scenarios which are memory intensive, it is very important 
to bring in optimization at every step of the entire training process. Especially, 
in the challenges like Brats 2021 [5] [8] [2] [3] [4] where there is a limited time, 
effective optimizations at every step of the training the deep networks play a 
very crucial role in testing wide variety of techniques in short duration of time 
without compromising on the performance. In this paper, we would present a 
curriculum learning based technique which has the potential ability to reduce the 
training time without having to compromise on the performance. Here not every 
sample is used in every epoch. Curriculum learning is one such approach which 
ranks each data sample and propose a schedule for loading the data samples in a 
specific order of importance. In this paper, we propose a novel schedule for each 
data sample based on the class imbalance and reduce the training time of the 
network by almost 30% without any significant compromise on the performance. 
This helped us to do more experiments with the architecture we have. 
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The next step is the choice of architecture. From network architecture point 
of view, we have used the Brats 2020 winning solutions and picked up the best 
architecture based on 3D UNET. We have used the architecture as it is and have 
not performed any major optimizations. 

The main contributions of this paper are as follows 

– Based on the class distribution, we propose a novel curriculum learning strat- 
egy for performing the task of brain tumor segmentation. 

– We also show that our strategy can reduce the training time by almost 30%, 
specifically for the brain tumor segmentation task in BraTS 2021 challenge. 

– We show that psuedolabels for segmentation task can improve the overall 
performance. 

In the next sections, we describe about each of our contributions in detail and 
then followed by the supported experimental results. 

 
2 Proposed approach 

 

The flow of approach is given in Fig. 1. Initially we define a schedule for the entire 
training data by using class imbalance as a criterion. To our knowledge, using 
class imbalance as a criterion for defining a curriculum to all the data points is 
the first of its kind. We explain our curriculum learning approach in detail in Sec. 
2.1. Once the schedule is defined for each data sample, we train the UNet model 
used in previous year challenge [1]. We used the 3D UNet architecture as it is 
without any changes whose details are given in Fig. 2. It is primarily composed of 
3D convolutions, upsampling and downsampling operations. All the four mpMRI 
scans (T1, T1Gd, T2, T2-FLAIR) corresponding to each data point are stacked 
and fed as an input to the UNet architecture as shown in Fig. 2 and a three 
channel segmentation map is obtained as an output. For the first 10 epochs, we 
trained our model using the top 30% most difficult examples and then we pick 
the top 60% for 10 more epochs. In the last phase of 10 epochs, we pick all the 
training samples to train our model. This way we save almost 30% of training 
time without significant loss in the performance as will be explained in Sec. 3. 
BCEDice is used as a loss function to train the model. Once the model is trained, 
we obtain the psuedolabels of the validation set which is further combined with 
training set to retrain the model. The final segmentation map is obtained by 
the model which is trained by using the new augmented dataset. In the next 
subsections, we further describe the details of each of the steps in detail. 

 
2.1   Curriculum learning 

Let X =   X1, X2, ......XN   be the training set where each Xi    RC×H×W is the 
ith MRI volume, C is the total number of channels, H and W is the height and 
width of each channel. Every MRI volume Xi is associated with a segmentation 
map yi    RC×H×W where each element value is the label indicating the nature 
of tumor at that specific location of brain. As per the annotation mentioned 
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Fig. 1. Flow diagram of proposed approach. 
 
 

in [2], each pixel can take the labels zero, one, two, four indicating no tumor, 
necrotic tumor core, peritumoral edematous/inavded tissue, and Gd-enhancing 
tumor, respectively. In BraTS 2021 dataset, there are a total of 155 channels 
associated with each MRI volume, where each channel has a resolution of 240 
240. Due to the huge memory occupied by each MRI volume, it is a time intensive 
task to train the state-of-the-art deep networks with BraTS 2021 dataset. 

For a long time, random sampling of data samples was considered as the 
best strategy for training the deep neural networks to avoid the dataset bias. 
With the advent of curriculum learning [6], it was proven that a relevant data 
sampling strategy can significantly reduce   the training time   as well   as have 
the better convergence. In this paper, we propose a novel curriculum learning 
strategy based on the class label distribution and show that we can achieve the 
comparable accuracy as that of using a full training set in much lesser time. 

Class imbalance is considered to be the difficult task in the machine learning 
literature due to the bias it can induce into the models favoring the class label 
which has got higher frequency of occurrence. Let σi be the standard deviation 
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Fig. 2. Architecture used for proposed approach [1]. 
 

 
corresponding to the class distribution in the ith MRI volume. The higher the 
value of σi, the difficult is the task of segmentation. We define a schedule for 
each data point in such a way that the deep network is trained by using the 
MRI volumes which got the higher class label standard deviation in the first few 
epochs followed by the rest in the later epochs. The motivation for this choice is 
that when we learn difficult examples first, we will be able to handle the simple 
tasks more confidently and accurately while the reverse might not be true. 

 
3 Experimental Results 

 

3.1 Impact of curriculum learning 

In this subsection, we describe the details of an experiment which demonstrates 
the use of curriculum learning in reducing the training time without significant 
reduce in the accuracy. For this experiment, we initially split the complete data 
given in BraTS 2021 Challenge into 80/20 split for training and validation, re- 
spectively. The model is initially trained by using the complete training set and 
then followed by using the proposed curriculum learning strategy by assigning a 
schedule for every data point in the training split. Fig. 3 depicts the variation of 
validation loss, dice coefficient, and Jaccard coefficient with respect to number 
of epochs. By following the curriculum learning strategy it can be clearly seen 
that the validation loss, Dice coefficient, Jaccard coefficient converges well with 
the full data validation curves in 40 epochs. But, by using the proposed cur- 
riculum  learning  strategy,  we  could  save  30%  of  training  time  which  is 
very crucial in competitions like BraTS 2021 where there is a need to try lot of 
variations to top the leaderboard. 
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Fig. 3. Impact of Curriculum Learning. (a) Validation Loss, (b) DICE Coefficient, and 
(c) Jaccard Coefficient 

 

 

Also, Table 1 shows the performance metrics obtained by submitting the 
segmentation outputs to the server at the end of 40 epochs. It can clearly seen 
that the performance by using curriculum learning is quite close to the one which 
is obtained by using the full data learning. 

 
 

Metrics Full Data Learning Curriculum Learning 

DICE ET 0.7517 0.7410 

DICE TC 0.8036 0.7919 

DICE WT 0.9125 0.9087 

Hausdorff95 ET 26.8026 33.2490 

Hausdorff95 TC 11.5999 12.2628 

Hausdorff95 WT 4.1710 4.3580 

Sensitivity ET 0.7641 0.7626 

Sensitivity TC 0.8054 0.8092 

Sensitivity WT 0.9230 0.9205 

Specificity ET 0.9997 0.9996 

Specificity TC 0.9996 0.9995 

Specificity WT 0.9991 0.9991 
Table 1. Performance comparison between Full Data Learning and proposed Curricu- 
lum Learning. 

 
 
 
 

3.2 Psuedo Labeling 

In this section, we describe the details of an experiment which signifies the im- 
portance of psuedo labels in improving the accuracy of brain tumor segmentation 
task. The concept of psuedo labeling was proven to be quite successful in the 
field of medical image segmentation [7][9]. Once we train the model with the 
available training data, using the evaluation mode in pytorch, we obtain the 
psuedo labels for the validation set. These psuedo labels are augmented with 
original training data and the model is retrained with a reduced learning rate. 
By including the psuedo labels, it can be seen from Table ?? that there is a 
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significant improvement in the performance of our approach in majority of the 
metrics. One of the key reason behind the poor performance with respect to few 
metrics (Hausdorff95  ET, Sensitivity  WT, Specificity  ET, Specificity  TC) might 
be due to the noisy psuedo labels. 

 
 

Metrics Curriculum Learning 
(Without psuedolabels) 

Curriculum Learning 
(with psuedolabels) 

DICE ET 0.7132 0.7451 

DICE TC 0.7551 0.7784 

DICE WT 0.8727 0.9038 

Hausdorff95 ET 29.0983 31.7926 

Hausdorff95 TC 23.0086 18.1825 

Hausdorff95 WT 8.2637 5.6970 

Sensitivity ET 0.6667 0.7730 

Sensitivity TC 0.7231 0.7865 

Sensitivity WT 0.9402 0.9229 

Specificity ET 0.9997 0.9996 

Specificity TC 0.9997 0.9995 

Specificity WT 0.9983 0.9989 
Table 2. Performance improvement with psuedo labels. 

 
 
 
 

3.3 Five fold cross validation 

The entire training data initially given in the first phase is split into train and 
validation sets. Even though through validation sets, we have an option to select 
the best training model, but this best model has not been trained on the portion 
of given training data. This leads to poor generalization ability of our trained 
model. In order to overcome this limitation, we have performed five fold cross 
validation and trained five different models by using the flow diagram described 
in Fig. 1 for each fold. Table. 3 reports the results obtained by using the five folds 
in the first five columns. We take the maximum voting approach and fuse the 
results obtained by all the five training models and is indicated in last column 
of Tab. 3. It can be seen that in majority of metrics, the fused results takes an 
upper hand and this emphasize the need for cross validation. 

 

4 Conclusion 
 

In this paper, we proposed a novel curriculum learning strategy based approach 
to train for the task of brain tumor segmentation in the BraTS 2021 challenge. 
We observed that learning the model with the samples ordered in decreasing 
order of difficulty leads to a solution closer to the one obtained by training 
the model with the full data. We have fused the outputs obtained by using the 



Juni Khyat                                                                                                     ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                        Vol-12 Issue-01 No.01: 2022 

Page | 1115                                                                                  Copyright @ 2022 Author 

 

 
Metrics Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fusion 

DICE ET 0.7330 0.7558 0.7451 0.7465 0.7447 0.7632 

DICE TC 0.7603 0.7920 0.7784 0.7680 0.8049 0.7877 

DICE WT 0.9062 0.9072 0.9038 0.9078 0.9103 0.9113 

Hausdorff95 ET 31.6701 26.5285 31.7926 26.805 31.7403 26.2822 

Hausdorff95 TC 14.568 15.5412 18.1825 20.5855 10.2154 15.1033 

Hausdorff95 WT 4.9272 4.5095 5.6970 4.3570 4.4058 4.4020 

Sensitivity ET 0.7185 0.7771 0.7730 0.7491 0.7747 0.7741 

Sensitivity TC 0.7626 0.7923 0.7865 0.7535 0.84227 0.7843 

Sensitivity WT 0.9183 0.9288 0.9229 0.9193 0.9079 0.9196 

Specificity ET 0.9997 0.9996 0.9996 0.9996 0.9996 0.9997 

Specificity TC 0.9996 0.9996 0.9995 0.9997 0.9994 0.9997 

Specificity WT 0.9991 0.9989 0.9989 0.9991 0.9993 0.9992 
Table 3. Performance metrics across multiple folds and fusion. 

 
 
 

models trained using five fold cross validation by using a maximum vote criterion. 
However, it would be an interesting research direction to use a meta learning 
based approach to assign a weight to each of the trained models obtained in 
five folds. Also, it would be very useful to identify a better schedules other than 
class imbalance and which is more closer to human judgements in identifying 
hard examples. Through our curriculum learning strategy we could show that 
we can reduce the training time by almost 30%. 
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