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Abstract. The Diabetes is a disease which caused the person will have high Blood sugar due to the pancreas unable to produce 

sufficient insulin or the cells which are not responding to the insulin produced. In the present living scenario Diabetes is con-

sidered as one of the deadliest and chronic diseases. It is a major public health challenge, in worldwide. If Diabetes is unidenti-

fied and untreated then it may cause many other complications. The constant hyperglycemia of diabetes is related to long-haul 

harm, brokenness, and failure of various organs, particularly the Eyes, Kidneys, Nerves, Heart, and Veins. The Earlier detec-

tion of diabetes may control its seriousness and cause to other diseases can be considerably avoided. Now Machine Learning, 

Artificial Intelligence and statistical methods are used in medical analysis to enhance and speed the process of diagnosing dis-

eases. The aim of the present study is to conduct a systematic review of the applications of Machine Learning, data mining 

techniques and tools in the field of diabetes research. This work highlights the issues involved in detection of diabetes using 

Machine Learning algorithms. 
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1.  Introduction 

Diabetes Mellitus (DM) is a collection of metabol-

ic infections in which a human being has elevated 

blood sugar, either for the reason that the pancreas 

does not generate sufficient Insulin, or because cells 

don’t react to the insulin that is generated. This ele-

vated Blood sugar makes the conventional signs of 

polyuria (regular urination), ploydipsia (increased 

need for liquids) and polyphagia (increased starva-

tion). 

Diabetes Mellitus (DM) which generally referred 

as diabetes is a kind of chronic illness produces a 

group of disorders characterized with High blood 

sugar levels over a prolonged period [1]. The symp-

toms of frequent urination, increased hunger and 

thirst, if it is not untreated then diabetes may cause 

many complications [2]. Diabetes leads to 

disfunction of various tissues specifically Eyes, Heart, 

Kidney, Blood vessels and nerves [3]. Diabetes dis-

ease is classified into two types, patients with type 1 

diabetes are normally younger and mostly less than 

30 years old. 

The symptoms of type 1 Diabetes are increased 

Thirst, High blood glucose levels and frequent urina-

tion [4] and this type of diabetes cannot be cured 

effectively just by taking oral medicines they should 

also needs to use insulin therapy. Middle aged and 

elderly people are more commonly suffer from Type 

2 Diabetes which is related with the occurrence of 

Hypertension, Obesity, Arteriosclerosis, Dyslipidem-

ia and other diseases [5].   
According to the report of WHO [6] around 

worldwide, the number of adults with type 2 Diabetes 

is expected to rise by more than a fifth from 406 mil-

lion in 2018 to 511 million in 2030. As a result, it has 

significantly increased mortality in patients. 

 

1.1. Causes and Effects of diabetes 

Diabetes is influenced by different parts of the 

body which incorporates some of the following ef-

fects: 
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1.1.1 Loss of Vision: 

Retinopathy retina is a condition where the retina, 

optic nerve, the focal point is harmed. A result of 

finish night visual impairment issues, swelling in the 

region of the retina, lessening the contact the mind 

may happen. A Diabetic individual should deal with 

eye vision through a few tests and pharmaceutical at 

the beginning times [11]. The treatment incorporates 

visual sharpness testing, tonometry, student enlarge-

ment, and Optical Coherence Tomography (OCT). 

Different medicines incorporate Anti-VEGF infusion 

therapy, focal/lattice macular laser medical procedure, 

corticosteroid (It is used to provide relief for in-

flamed areas of the body). 

 

1.1.2 Kidney neuropathy: 

Chronic kidney infection or Diabetic Neuropathy 

[12] is where the high sugar level in blood harms the 

vessels in the kidney. The usefulness of the kidney is 

to channel the waste and abundant water in the blood. 

Because of hypertension and sugar level in Kidney 

endeavors to have overhead to clean the blood this 

may prompt kidney disappointment or successive 

dialysis of blood is required. The treatment may in-

corporate kidney substitution treatment, kidney and 

pancreas transplant. 

 

1.1.3 Liver Problems 

Liver assumes an indispensable job in adjusting 

the blood glucose level in blood through starch diges-

tion by methods neoglucogenesis and glycogenosis’s 

[13]. Sort 2 diabetes expands the danger of liver is-

sues. Fatty liver assumes the stipulate job in creating 

a liver tumour. The difficulties incorporate Renal 

debilitation, modified metabolism, Insulin opposition 

and Hyperglycaemia, malnutrition. Affect individual 

needs to experience different anti-toxin drugs [14] 

and administration of liver incorporates other treat-

ment [15] like the way of life alteration, Pharmaco-

logical treatment, Insulin secretagogues, Biguanides, 

α-glucosidase inhibitors, TZDs, weight to decrease. 

 

1.1.4 Heart Problems 

According to American heart affiliation, 68% of 

individuals will experience the ill effects of heart 

issues to driving even to Death, Heart stroke, Athero-

sclerosis or solidifying of the supply routes, stress 

and load on the heart make individual to death. Be-

cause of high sugar level, blood conveys greater 

thickness, it adheres to the veins, supply routes and 

veins put more strain to proceed onward. Persistently 

it harms the vessels and nerves prompting disap-

pointment of circulatory framework or organ disap-

pointment in person. Hazard for creating cardiovas-

cular illness incorporates Hypertension, unusual cho-

lesterol and high triglycerides, corpulence, the ab-

sence of physical activity. The effect of different 

clinical parameters like poor glycaemic control, insu-

lin opposition of diabetes greatly affects heart issues 

[16]. 

 

 

1.2. Machine Learning 

Machine Learning is the scientific field dealing 

with the ways in which machines learn from experi-

ence. For many scientists, the term “Machine Learn-

ing” is identical to the term “artificial intelligence”, 

given that the possibility of learning is the main char-

acteristic of an entity called intelligent in the broadest 

sense of the word.  

The purpose of Machine Learning is the construc-

tion of computer systems that can adapt and learn 

from their experience. A more detailed and formal 

definition of Machine Learning is given by Mitchel: 

A computer program is said to learn from experience 

E with respect to some class of tasks T and perfor-

mance measure P, if its performance at tasks in T, as 

measured by P, improves with experience E, with the 

rise of Machine Learning approaches we have the 

ability to find a solution to this issue, we have devel-

oped a system using data mining which has the abil-

ity to predict whether the patient has diabetes or not, 

Furthermore, predicting the disease early leads to 

treating the patients before it becomes critical.  

Data mining has the ability to extract hidden 

knowledge from a huge amount of diabetes-related 

data. Because of that, it has a significant role in dia-

betes research, now more than ever. The aim of this 

research is to develop a system which can predict the 

diabetic risk level of a patient with a higher accuracy. 

This research has focused on developing a system 

based on some classification methods, Data Mining 

Techniques and Artificial Neural Network algorithms 

2.  Literature Survey 

In 2017, National Diabetes Statistic Report [7] for 

Center Disease Control and Prevention (CDC), gives 

the facts give an account of the United States that 

30.3 million individuals have diabetes, among that 

23.1 are analyzed and 7.2 million are undiscovered 

individuals [8]. In 2018, the American Diabetes As-

sociation models of therapeutic care [9] in diabetes 

discharges a report about “Order and finding of dia-

betes” which incorporates the arrangement of diabe-

tes, diabetes care, treatment objectives, criteria for 
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conclusion test ranges and dangers esteems, chance 

engaged with diabetes.  

In 2017, Global provides details regarding Diabe-

tes by world wellbeing association [10], it expresses 

the weight of diabetes, hazard components and in-

conveniences of diabetes. Likewise, gives the data 

about counteracting diabetes in individuals with high 

hazard and overseeing diabetes at beginning times 

with fundamental solutions to be taken.  

3. Comparative Study on Predicting Diabetes 

Mellitus with Machine Learning Approaches 

Perveen et al., [19] explained the act of ensemble 

Machine Learning approaches namely Adaboost and 

Bagging to improve the J48 decision tree for 

classifying diabetes Mellitus and patients as diabetic 

or non-diabetic, based on diabetes risk factors. 

Results achieved after the experiment proves that, 

Adaboost Machine Learning ensemble technique 

outperforms well comparatively bagging as well as a 

J48 decision tree. 

 
Orabi et al., [20] designed a system for diabetes 

prediction, whose main aim is the prediction of dia-

betes a candidate is suffering at a particular age. The 

system is designed based on the concept of Machine 

Learning, by applying decision tree. Obtained results 

were satisfactory as the designed system works well 

in predicting the diabetes incidents at a particular age, 

with higher accuracy using Decision tree. 

 Pradhan et al., [21] adapted Genetic pro-

gramming (GP) for the training and testing of the 

database for prediction of diabetes by employing 

Diabetes data set which is sourced from UCI reposi-

tory. Results achieved using Genetic Programming 

gives optimal accuracy as compared to other imple-

mented techniques. It shows significant improvement 

in accuracy by taking less time for classifier genera-

tion. It proves to be useful for diabetes prediction at 

low cost. 

 Rashid et al. [22] designed a prediction 

model with two sub-modules to predict diabetes-

chronic disease. ANN (Artificial Neural Network) is 

used in the first module and FBS (Fasting Blood 

Sugar) is used in the second module. 

 Nai Arun et al [23] applied an algorithm 

which classifies the risk of diabetes mellitus. To ful-

fill the objective author has employed four following 

renowned Machine Learning classification methods 

namely Decision Tree, Artificial Neural Networks, 

Logistic Regression and Naive Bayes. For improving 

the robustness of designed model Bagging and 

Boosting techniques are used. Experimentation re-

sults shows the Random Forest algorithm gives best 

results among all the algorithms employed. 

 Calisir and Dogantekin [24] projected 

LDA–MWSVM, a system for diabetes diagnosis. 

The system performs feature extraction and reduction 

using the Linear Discriminant Analysis (LDA) meth-

od, followed by classification using the Morlet 

Wavelet Support Vector Machine (MWSVM) classi-

fier.  

 Gangji and Abadeh [25] developed an Ant 

Colony-based classification system to extract a set of 

fuzzy rules, named FCS-ANTMINER, for diabetes 

diagnosis, deals with glucose prediction as a multi-

variate regression problem utilizing Support Vector 

Regression (SVR).  

Agarwal et al. [26]   utilized semi-automatically 

labeled training sets to create phenotype models via 

Machine Learning methods.  

 El-Sappagh et al [27] developed a fuzzy on-

tology-based Case-based Reasoning (CBR) frame-

work, mimicking expert thinking, further tested on 

diabetes diagnosis problems. Fong  e al [28], authors 

performed an evaluation of Stream Mining Classifi-

ers for Real-time Clinical Decision Support Systems 

 Ioannis Kavakioetis et al., [29] presented 

Research work on study of review in Machine Learn-

ing, data mining techniques and tools in the field of 

diabetes research with respect Prediction and Diag-

nosis, Diabetic Complications, Genetic Background 

and Environment, and Health Care and Management 

with the first category appearing to be the most popu-

lar. A wide range of Machine Learning algorithms 

were employed. In general, 85% of those used were 

characterized by supervised learning approaches and 

15% by unsupervised ones, and more specifically, 

association rules. Support vector machines (SVM) 

arise as the most successful and widely used algo-

rithm. Concerning the type of data, clinical datasets 

were mainly used. 

 Quan Zou1 et al [30] examined a five-fold 

cross validation to verify the universal applicability 

of the approaches, to select few methods that have 

the best performance for independent test experi-

ments. Arbitrarily nominated 68994 healthy people 

and diabetic patients’ data, respectively as training 

set. Due to data unbalance, they randomly extracted 

five times data. And the result is the average of these 
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five experiments. In this study, they used principal 

component analysis (PCA) and minimum redundancy 

maximum relevance (mRMR) to reduce the dimen-

sionality. The results showed that prediction with 

random forest could reach the highest accuracy when 

all the attributes were used. 

 Deepti Sisodia and Dilip singh [31] they de-

signed a model which can prognosticate the likeli-

hood of diabetes in patients with maximum accuracy. 

Therefore, three Machine Learning classification 

algorithms namely Decision Tree, SVM and Naive 

Bayes are used in this experiment to detect diabetes 

at an early stage. Results obtained show Naive Bayes 

outperforms with the highest accuracy comparatively 

other algorithms. These results are verified using 

Receiver Operating Characteristic (ROC) curves in a 

proper and systematic manner. 

4. Methodologies of Data Mining Approaches in 

Prediction of Diabetes Disease 

There is a close relationship between Machine 

Learning and data mining, with the latter being more 

generic. Thus, often in scientific literature, Machine 

Learning methods are called data mining methods.  

 One of the emerging research areas is com-

putation health informatics which comprised of dif-

ferent kinds of sciences like nursing, medical, bio-

medical, statistics and information technology [17]. 

To infer the hidden knowledge about patterns and 

existing of relationship among data warehouses, the 

technique which integrates statistical analysis, data-

base technology and Machine Learning is known as 

data mining.  

 To control the diabetes, diagnosing it quick-

ly and accurately is very important. Many researchers 

are conducting experiments for diagnosing the dis-

eases using various classification algorithms of Ma-

chine Learning approach. Machine Learning can help 

people make a preliminary judgment about diabetes 

mellitus according to their daily physical examina-

tion data, and it can serve as a reference for doctors 

[18]. For Machine Learning method, how to select 

the valid features and the correct classifier are the 

most important problems. Recently, numerous algo-

rithms are used to predict diabetes, including the tra-

ditional Machine Learning method.  

 The remaining of this paper reports the sur-

vey on many existing Machine Learning approaches 

involved in prediction of diabetes. 

5. Problem Statement 

Even though there are many research works are in 

existence for prediction of the diabetes disease they 

also have several issues. The ultimate objective of 

this work is to investigate the existing issues and 

develop a novel approach which handles these 

problems more precisely. 

5.1. The diabetes dataset under investigation is 

voluminous which consist of more features which 

may be either relevant or irrelevant for the prediction 

process. There is a need to decrease the 

dimensionality of the dataset by determining optimal 

feature subset by introducing feature selection 

approach.  

5.2. After discovering the diabetes, the other risk 

factors which leads to heart disease, kidney failure, 

liver failure can be analyzed by developing 

supervised learning models 

5.3. As the real time diabetes data are vague and 

inconsistent to handle by the standard classification 

or clustering models so uncertainty handling 

algorithms has to be proposed to improve the quality 

of accuracy in prediction of diabetes.  

Conclusion  

It performs the detailed analysis of existing 

research work done on the prediction of diabetes 

using classification model, clustering model, decision 

making system and fuzzy models. The problems 

related to the process of diabetes prediction are also 

highlighted in this work.  

This paper discusses about the importance of 

diabetes prediction in early stages by conducting 

detailed study about the type of diabetes, effects of 

diabetes. This study explains the importance of the 

mining approaches in prediction of diabetes.  
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